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1. Abstract
1.1 Abstract

Personal work and research results in the peri@##B-R012 are presented. This period
follows the public presentation of my doctoral ises 1992.

Three main research areas have been approachgdied\Electromagnetics, Signal
Processing and Solar Energy. The same domainsitto@shy education related interests.

Activity in the field of Applied Electromagnetidsas been directed to (i) applications of
Metamaterials with electromagnetic band-gap (iilcaiation of forces in magnetic fluids
environment and (iii) education.

The history of Metamaterials is about a decadg.l@ur team has recently approached
this direction of research, in 2009. We have deligeany fixed and switched planar
structures with potential applications in filterimgpd signal integrity. We have published 3
articles in international peer-reviewed journal8,gapers in conference proceedings on four
continents and 4 articles in other national andrimational journals.

Our team has calculated restoring forces in magriktids bearings by using several
models and approximations in view of validation. \Wave published 3 articles in peer-
reviewed journals, one paper in conference proogsdiand other 2 papers in national
journals.

| have taught disciplines related to Microwaved &ptical Electronics since these fields
have been considered to be related at educatiewel by the responsible department in the
University. | taught 5 disciplines related to theld, out of which 3 have been newly
introduced. | wrote 3 textbooks and co authored ghagraphs. | coauthored 2 education
related papers published in international peeresggd journals participated to two
international conferences and coauthored otheip®&rnsawith educational content published in
international and national journals. | coauthoreékdeo 4 papers presented at international
conferences with various topics from Microwavesiave also approached applications of
holograms in dentistry.

| participated to 7 national programs and gramated to Microwaves and Optical
Electronics and conducted a direct contract withoeal subsidiary of a multinational
enterprise for course delivery.

In Signal Processing, work and results can be pgduin two categories (i) spectral
analysis and (ii) sampling theory.

| have been member of a team that has tacklegdrtitdem of frequency estimation of real
sinusoids embedded in additive, white, Gaussiasenioi 2006. | have participated to devising
two new procedures of spectral estimation thatisagmtly improved existing ones and kept
the same level of complexity of algorithms. Resuitsre been published in 4 papers in
national and international peer reviewed journatsl @ papers have been presented at
international conferences. Other 2 papers have pekiished in the Scientific Bulletin of my
institution.

The results obtained in Sampling theory are aicoation of my doctoral work. The
selected signal model consisted of complex, mutihsional, band-limited periodic and
finite energy signals sampled along non-orthogomed#s. | proposed several sampling
procedures at the minimum sampling density andtihieesponding reconstruction methods. |
authored 15 journal papers and participated tdetnational conferences.

In the field of Signal Processing, | participated3 national grants, conducted one as a
director and conducted an European Tempus gracbmisactor. | authored 2 educational
books and taught 4 disciplines out of which 2 hiaeen newly introduced.



Solar Energy applications have been approached006 following an administrative
decision of the University. The field has a longtbry at the "Politehnica" University of
Timisoara (from 1976) and notable achievements. Howeaverk has stagnated after 1990.
The activity has been resumed by organizing andppaqg a network of laboratories and a
Solar House, by restarting research, by dissemigainformation on the historical
applications and publication record and by orgagza master level degree in Solar Energy.
This has been possible by attracting funds throagRlatform of Solar Energy at the
University level, where | have acted as a scientfrector. | have introduced a new discipline
at the master level. | have coauthored 6 paperdisbed in international peer-reviewed
journals, 10 papers published in university andonal journals and 3 papers presented at
international conferences. | have also co-auth@eadview book and a chapter in a book
issued by an international publisher. Besides tlafd®m, | conducted 3 contracts with
partners from industry and | have been membertefm in a national grant. | participated to
an intense activity of mass-media disseminatiorsafr application at the "Politehnica”
University of Timsoara.

The second part of this work is structured inrfsections. It starts with an account of
relevant facts and achievements from my career. seation on Applied Electromagnetics
contains a review of the field of metamaterialsadticed in order to motivate the framework
of my related interests and activity. A selectidrradevant results in fixed, planar structured
surfaces acting like Metamaterials with electronegnband-gaps is presented, followed by
another subsection containing results on switchefhses. The second part of the section on
Applied Electromagnetics is dedicated to resultsioled in calculation of restoring force in
magnetic fluid bearings with poles on the statad an the rotor (shaft). Plane-parallel and
plane-meridian models for the magnetic field aredus order to compare the predictions in
view of validation of results concerning the evdaiom of the restoring force.

In the section concerning Signal Processing, tigordhms that significantly improve the
frequency estimation of sinusoids embedded in wh&aussian noise are presented. The
algorithms are evaluated in the small sample cadeaaymptotically and results of computer
experiments are reported in order to demonstrateffiectiveness of the proposed methods.

Results in Sampling Theory of multi-dimensiongrsils are then reviewed. A sampling
theorem for band-limited, complex periodic signialstated and demonstrated. Sampling is
performed on non-orthogonal directions. Finite-ggercomplex, band-limited signals with
spectrums containing gaps have been considerediéwnof finding sampling procedures at
the minimum Shannon-Landau sampling density. Examph the cases of derivative
sampling and delay-systems sampling are providéw dliasing error is evaluated and
aliasing error bounds are reported.

The second part of this reports ends with perspecton future work in the newly
equipped Laboratory of Microwaves, Antennas andtidenagnetic Compatibility.

A list of references and a complete list of my Ipzdtions in the time period 1993-2012 are
attached at the end.



1.2. Rezumat

Se prezirt activitateasi rezultatele cerceétii din perioada 1993-2012. Aceagperioad
urmeaz susinerea publig a tezei de doctorat in 1992.

Au fost abordate trei domenii de cerecetare ppelei Electromagnetism, Prelucrarea
Semnalelorsi Energie Solat. Acelegi domenii constituiesi preocugrile educaonale ale
autorului.

Activitatea in domeniul Electromagnetismului atfasreaionat catre: (i) aplicaii ale
metamaterialelor cu baadnterzis electromagneti (ii) calculul fortei de sustente in
fluide magneticai (iii) educgie.

Istoria metamaterialelor nu e mai ldnde un deceniu. Echipa nodst abordat acedist
diregie de cerecetare in 2009. Am conceput mai multectstri planare fixei comutate cu
aplicaii potentiale in filtrare si intergritatea semnalelor.Am publicat 3 articofe reviste
internaionale cu evaluare colegial 18 luctri la conferine intern@onale desfsurate pe
patru continentei 4 articole in alte reviste. Echipa noast calculat fafa de readucere in
lagirele cu fluid magnetic folosind diverse modele ®derea validrii rezultatelor. Am
publicat 3 articole in reviste cu evaluare colegiam participat la o conferhinternaionakh
si am publicat alte 2 articole in periodicginaale.

Am predat discipline legate de MicroungleElectroni@ Optica deoarece aceste domenii
au fost considerate inrudite la nivel edimaal de dtre conducerea departamentului de
resort.

Am predat 5 discipline din domeniu, dintre carea fost nou introduse. Am scris 3
manualesi am participat la scrierea a 2 monografii. Am rpaiblicat Tn colaborare déu
lucrari pe teme edugmnale in reviste intern@nale cu evaluare colegia] am participat la
dowa conferirte intern@ionale si am participat la publicarea a altor 5 larercu coninut
educaional in periodice. Am mai colaborat la alte 4 fucrcu coninut de Microunde
prezentate la confeti@ interna@onale si am lucrat la aplicarea tehnicilor holografice in
Stomatologie.

Am participat la 7 programei granturi naionale legate de Microundg Electronic
Optica si am condus un contract direct cu o fiia unei multingonale pentru furnizare de
cursuri.

in domeniul Prelucrii Semnalelor, activitatea poate fi grupadin doui categorii: (i)
analiz spectral si (ii) teoria eantiorrii.

Am facut parte dintr-o echipcare a abordat problema estiinfrecvenei sinusoidelor
acoperite de zgomot alb, gaussian in 2006. Amagpaati la concegia a dod noi proceduri de
estimare spectralcare au imbuitatit semnificativ procedurile existentagirand acela nivel
de complexitate a algoritmilor. Rezultatele au fagblicate Tn 4 ludiri Tn reviste cu evaluare
colegiak si 4 lucrari au fost prezentate la confeggninterngionale. Alte dod lucrari au fost
publicate Tn Buletinu§tiintific al UPT.

Rezultatele ofinute in teoria gantioririi sunt o continuare a activitii doctorale. Modelul
ales a fost cel al semnalelor complexe, multidin®rade, de bandlimitata, periodice sau de
energie finifi, esantionate paralel cu axe nu n&agt ortogonale. Am propus diverse proceduri
de gantionare la densitate mindimprecumsi metodele corespuatoare de reconstrtie. Am
publicat 15 articole in periodigeam participat la 4 conferia intern@onale.

in domeniul Prelucirii Semnalelor, am participat la 3 granturitipaalesi am condus un
astfel de grant ca director. Am fost contractoaaprogram Tempus. Am publicat docirti
avand corinut educ@onal si am predat 4 discipline, dintre care dau fost nou introduse.

Aplicatile Energiei Solare au fost abordate in 2006 maiunei decizii administrative la
nivel de Universitate. Domeniul are o istorie lanta Universitatea "Politehnica” din
Timisoara (din 19763i realizari notabile. Din fcate, activitatea a stagnat duj®90. A fost



reluad prin organizarea echiparea uneiete de laboratoargi a unei Case Solare, prin
redemararea cerceii, prin diseminarea informalor asupra aplicgilor puse la punct in
trecut si a publicaiilor aferentesi prin organizarea unei dirgicde master in Energetic
Solaf. Acestea au fost posibile datariatragerii de fonduri printr-o Platfoeinde Energie
Sola# la care am participat ca Direct8tiintific. Am introdus o nod disciplim la nivel de
master. Am publicat in colaborare 6 lrcin reviste interngonale cu evaluare colegiall0
lucrari Tn periodice naonalesi 3 lucrari la conferine intern@ionale. Am colaborat la scrierea
unei arti de sintez a rezultatelor de cercetagela un capitol dintr-o carte publicata o
edituid din stiinatate. In afara Platformei, am condus 3 contraatectisi am fost membru
al echipei unui grant mianal.

Partea a doua acestei teze este strudtimapatru seguni. Incepe cu o dare de seam
asupra realirilor si rezultatelor din cariér Se¢iunea dedicat Electromagnetismului Aplicat
contine o sintez a domeniului Metamaterialelor introdusu scopul de a motivgl incadra
preocugrile mele din acest domeniu. Este prezentatselege a rezultatelor personale
relevante obinute in legtura cu structurile planare fixe care se compad Metamateriale cu
bandi electromagneticinterzisi, urmat de o ali subsegune coninand rezultate n legura
cu suprafeele comutate. A doua parte a tg@aii consacrate Electromagnetismului este
dedicai rezultatelor obnute in calculul fofei de readucere in lagele cu lichid magnetic cu
poli pe stator sau rotor. Sunt folosite atat mogedan-paralele c&i plan-meridiane pentru
campul magnetic cu scopul de a compara ptiddiccelor dod n vederea valitii
rezultatelor.

in sediunea dedicat Prelucrarii Semnalelor sunt prezemtadoi algoritmi care
Imburititesc semnificativ estimarea frecyen sinusoidelor acoperite de zgomot alb,
gaussian. Algoritmii sunt evaltidn ipoteza unui nugir mic de gantioane, dagi asimptotic.
Rezultate ale experimentelor efectuate pe calauld@monstrea eficiena metodelor
propuse.

Este prezentatapoi o sintez a rezultatelor ofnute in teoria gantiorarii semnalelor
multidimensionale. Se entinsi se demonstreézo teoreni de gantionare a semnalelor
complexe, periodice, de bantimitata. Esantionarea este realizape diredii neortogonale.
Au fost apoi considerate semnale complexe, de endéirgta, de band limitata ale @ror
spectre comn lacune n vedereaagrii de proceduri de santionare la densitatea minim
Shannon-Landau. Sunt date exemple in cagahteririi semnaluluisi derivatelor sale,
precumsi a unor variante intarziate ale semnalului. Seipt&o evaluare a erorii de aliese
se propun margini pentru aceste erori.

A doua parte a tezei se incheie cu perspectiveledeoltrii viitoare in Laboratorul de
Microunde, Antengi Compatibilitate Electromagneticproasjit echipat.

La sfasit, sunt atgate o lisi a referinelor biblograficesi o listi comple& a publicaiilor
autorului din perioada 1993-2012.



Technical Presentation
2.1. Overview of Activity and Results, 1993-2012

The title of my PhD thesis waAdaptive Sampling for Data Compressiand | presented it
publicly at the "Politehnica" University of Buchaten 1992. Therefore the following overview of my
scientific interests and work starts from 1993.

I have worked in three fields of research: Sigpacessing, Applied Electromagnetics and Solar
Energy. My teaching interests are also relatedésé fields and the list of publications refletts t
situation. In the list the first topic is identifidoy an "S", the second one by an "M" and the third
by "E".

In Signal Processing | tackled two different t@pisampling theory and spectral analysis of real
sinusoidal signals. Sampling theory has been &scstibject of my PhD thesis and | continued the
research in this field until 2006 when | began vilogkn Spectral Analysis. | have published 21 paper
related to sampling of sighals and 10 papers irctBgeAnalysis.

My scientific interest in Sampling Theory has beefated to finding sampling expansions for
multidimensional signals having finite support dpems that contained gaps. A well-known result
states that a minimum sampling density that enspossibility of reconstruction for the signal is
given by the reciprocal of the measure of the spett(Shannon-Landau). However sampling
strategies do not exist in general. | consideretth ffinite energy signals and band-limited periodic
signals in my work and found the above-mentionedpdimg strategies and expansions under various
hypotheses on the supports of the spectra. The sigsificant results are reviewed in the section
devoted to this subject.

The work in Spectral Analysis has targeted alporg for recovery of frequency of sinusoids
embedded in white, additive noise in the small dangspse. The team | worked with proposed two
novel algorithms that significantly reduced the mesuare error of the estimate with respect to
known procedures but still keeping complexity oé ttame order of magnitude. A first two-step
solution relies on finding a rough estimate of tlegjuency in a first step, by using a known method,
estimating then a multiple of the unknown frequeaag resolving the induced aliasing through the
information from the first step. A second methodsists of an iterative procedure: a rough frequency
estimate is found at the first iteration and theuleis filtered at each iteration with a lineastm
whose frequency response depends on the first astirit has been shown experimentally that the
mean square error of the estimate approached tamefrRao bound after a few iterations. All
algorithms have been analyzed theoretically instin@ll sample case and asymptotically. The results
are reviewed in one of the next sections.

At the same time | participated to national resiegrograms and grants as follows:Research
concerning time-frequency and time-scale represimts of 1- and 2D signals with applications to
devising new multi-resolution analysis algorithng8995, 1996); 2.Construction of statistical
mathematical morphology operators through hieracctiindom processes with applications to digital
processing of 1- and 2D signa{$996); 3.Time frequency representations for signal analygsid
processing(1996).1 have conducted as a director the national reeegirantNew methods of non-
uniform sampling with applications to spectral ayst (2000-2002). | have also conducted as a
contractor a Tempus programestructuring post-university DSP courg$£999-2001). Besides
restructuring courses, the purpose of the prograsnbeen to re-equip laboratories with modern DSP
instruments and to publish a series of coursestemriby the participants to the program. My
contribution has been a book on applications optida filtering to measurementddaptive Methods
for Measurements Technig{@L_06_S]).

| had also a long-run teaching activity in thddief Signal Processing. | have taught the follayvin
undergraduate and graduate courses: "Signals, iircand Systems", "Time-Frequency
Representations” (in French), "Adaptive Measurem@igchniques” and "Spectral Analysis". | wrote
several series of lecture and applications notes.

The development of Signal Processing took inputsnfa wide range of disciplines and
consequently its concepts, methods and algoritheme la wide range of applications. Therefore the
experience | have gained in this field has beey useful for the research in the other fields Idav
approached.



The second subject for research has been ApplexirEmagnetics. | approached this field for two
reasons: by personal interest and by the shift @annteaching domain from Signal Processing to
Microwave and Optical Electronics in 1997. My firptiblished technical contributions tackled
educational issues: wave propagation and powesfgaion transmission lines. | have continued by
devising a measurement setup for determining tinstitative parameters of various types of seeds in
view of food processing by microwave heating. Tihgt Bubstantial subject of research that restuited
significant results concerned theoretical evalumbbrestoring force in magnetic fluid bearingsisTh
topic has been approached following a long-ternpeaation of one of the authors with the research
team on magnetic fluids, belonging to the Romafiaademy and the "Politehnica" University of
Timisoara. Several theoretical models have been cortteive results have been compared in view of
validation. This subject is covered in one of tleatrsections. The third considered field has been t
recently introduced one concerning metamateriatgerfic interest on metamaterials is about one
decade long, so that the subject is dynamic. lidenshis my main scientific field of activity. ladve
approached research in connection to metamateni&®909 and published over 20 papers since, in
refereed journals and in proceedings of internaticonferences held on four continents (according t
my publication list). These publications deal mginiith fixed and tunable filtering applications and
with Electromagnetic Compatibility and Signal Intiég ones. In parallel with further research on
metamaterials, a closely related direction occuremgntly, namely an opportunity to approach again
the field of magnetic fluids, only this time at auch higher frequency. Preliminary results of
waveguide measurement of constitutive parametersanb-structured magnetite particles embedded
in a support material, by meansyparameters, showed promising results.

The disciplines related to Microwaves and Optiglalctronics are considered related at Department
of Measurement and Optical Electronics. The partnyf research activity pertaining to Optics
concerned mainly production of holograms. The h@ots produced in our laboratory have been used
in Dentistry applications [09_02_M]. Experience aptical devices triggered our interest in
photovoltaic cells and consequently in Solar Enefidyis field of research will be covered at a later
point below.

Apart from journal articles and conference protegdpublications, | have co-authored two
monographs treating subjects from high frequend@rain: Antennas and Propagatid®2_02_M]
andAspects Concerning Monitoring of Perturbations iBite[06_01_M].

Education in Microwaves and Optical Electronicgoined teaching several disciplines both at an
undergraduate and graduate levdicrowaves High Frequency Technique®ptical Electronics
Electronic and Optoelectronic Devige&3ptoelectronics and Microwaves MeasuremeamgAntennas
and Waves Propagatiofin English). | have authored a bobligh Frequency Techniqué¢@l_02_M]
and the first part of a university cour@ptoelectronics and Microwaves Measuremdfg 01_M].
The published part concerned microwave measurenzntshas been the first publication devoted
entirely to this topic at the university. Besidemlications, | have written several hundreds ofgsagf
lecture notes for all the aforementioned disci@inehich are available from the web-site of the
Faculty of Electronics and Telecommunications.

The research activity in the field of metamatarilas been realized in an informal way in
cooperation with a small group from the LaboratofyAntennas and Electromagnetic Compatibility
with the Politecnico di Torino, Italy. However, gecontacts have not been restricted to research: w
had teaching exchanges every year in the perio8-2009 and the exchanges will be resumed this
year under the framework of the Socrates / Eraspmagram. From my part, | sustained 8-hour
courses at the third year of Electronics Enginggeach year in the above referred period and | have
written 60 pages of lecture notes with the subffepirametersThe notes are available from the web-
site of the ltalian institution. My colleague froforino taught 8-hour courses with topics from the
Applications of the Smith Chaand Constitutive Parameter® our students from the second year,
undergraduate level.

| have participated as member of the team to sévmational research programs and grants:
Research on magneto-optic electro-optic and eleleinainiscent effects with applications to sensor
construction (1997), Research on magneto-optic, electro-optic, piezotete and optoelectronic
sensors and their interface with comput€t998), Monitoring system of bone tissues and study of
healing of fractures and bone-implant interfaceotigh vibration-related techniqu€2001),Antenna
calibration by means of the auto-reciprocity metl{@800-2002) Modern techniques for biomedical



signal processing and hypermedia transmisg2006,Electromagnetic monitoring of the "Judan"
Hospital, Timjoara (2004),Foresight Scenarios for the Romanian Economicatds with Inovetion
Potential in the View of the Year 2020, "INOVFQREEX 2005, 2006) ankhter-laboratory tests for
evaluation of measuring uncertainty in Electromagn€ompatibility(PNCDI-INFRAS 2004-2006).

| have also participated as a coordinator of daent from the "Politehnica™ University of Tigoiara
to the COST 289 actioBpectrum and Power Efficient Broadband Communinai{2004-2006).

Electronics industry developed in the last yearshe region of Tingoara. Cooperation between
industry and university is advisable for both sidebhave started a cooperation with Flextronics, a
local producer of electronic boards and equipmgrgitning acontract on education provided for the
employees | sustained courses under this contract with cegirom Optical Communications,
Transmission lines, Microwaves devisces, systerdsmpasurements.

A constant concern has been procurement of mad@rowave and optical equipment, since no
modern research activity can be conceived withapeemental facilities. The instruments that are
used in these fields are notoriously costly. Dudatmrable opportunties offered by the programs |
participated in or coordinated, to be presentedl later point below, it has been possible to pwseha
equipment that allow a wide range of measurements experiments for the Microwaves and
Electromagnetic Compatibility Laboratory: a 24 GMector network analyzer, a high frequency
programable signal generator, a high performancetan average performance spectrum analyzers.
These acquisitions made the laboratory functiofar the Optical Electronics Laboratory, |
contributed to the acquisition of an optical kitdaof an optical comunications kit to be used in
education and research. | have also contributébdet@cquisition of a wide range of general purpose
electronic instruments and tools and computers.

The third field of research | have contributedst®@olar Energy. Solar Energy has a long tradition
at the "Politehnica" University of Tigwara since research started back in 1976. Afteresom
pioneering achievements in industrial and homeiegipbns, the work has stagnated after 1990. An
administrative decision has been taken in 2006etdgorate this research field in order to take
advantage of the still existing experience. | haeen personally involved in this initiative, sottha
concentrated on several actions: i) document arehdpvorldwide information on the research results
and practical implementations obtained by the usitgin this field in the last 35 years; ii) proeu
modern equipment for supporting research and eidugaiii) revigorate publication activity; iv)
introduce Solar Energy in the education offer o tlniversity by creating a new master level
program; v) cooperate with local authorities andustry for finding common interests in view of
finding financement opportunities; and vi) publiodamass-media dissemination of information
regarding Solar Energy expertize existing in theensity.

Information on Solar Energy related activity ag timiversity has been disseminated by means of
publications in international peer-review journ&gsveral new measurement results on solar radiation
and climatic data and feasibility studies for sa@plications relying upon have been presented at
international conferences and published in the ggdings (according to the list of publications). In
order to document the past activity we have publish book Tradition and Perspectives in Solar
Energy at the Politehnica University of Tgmara [10_08 E]) and current and past research results
have been reported in a chapter of an internatibnak @Applications Oriented Research on Solar
Collectors at the "Politehnica" University of Tigoara[10_06_E]).

The means for equipment procurement have beerdeaby aPlatform for Solar Energy2006-
2009), a grant won by competition where | havedetea scientific director. Six new laboratoried an
a Solar House have been equiped with researclumefits and tools. Following the activity of the
Platform, the following research areas have begmoaghed at the university:@asurements and
local models for solar radiation, energy and ainditboning for residences, simulation and
measurements of photovoltaic cells, measurement camd¢eption of materials for solar
applications, system integration of solar energpliagtions, greenhouse effect applications,
data acquisition, automation and control of solgpligations and systems, solar collectors
and concentrators, fuel cells, hydrogen produddiad storage and solar architecture.



A new master level program has been created WwihOepartment of Physics Foundations of
Engineering under the same framework, where | temaourse in "Optical Electronics". | have
elaborated the necessary teaching material.

The connection with local authorities led to sev@articipations to meetings and cooperation, one
of which has been formally finalised by a contraith the mayor office of the town of Jimbolia where
| acted as directorAssessment of renewable energies potential of itings Department — charge
book a PHARE CBC Ro-Hu 2006, contract). Another coapen activity with local authorities has
been personal participation through direct contr@the elaboration of a charge book fdRenewable
Energies Industrial Parc at Covaci, department ohif. The beneficiary has been the Development
Agency of the Timi Department — ADETIM.

| have participated to several press confereandsat a television round table dedicated to solar
energy, at national and international energy faiigh presentations aimed to disseminate the
experience and current research interests exiginghe "Politehnica” University of Tigbara:
Energia viitorului (The Energy of Future) 2007, 2008, 2009, 2018;ptaiméana calitfii Timisorene
(Weed Dedicated to Quality in Tigoara) — 2008, 2009. | have written a study for the Comuaend
Industry Chamber of Tirgpara entitledStudiu privind sursele alternative de energie Tgineea
transfrontaliecz Roméania - Ungaria, judele Timy si Csongrad(Study on alternative sources of
energy in the frontier region Romania — Hungary pBements of Tingiand Csongrdy 47 pages,
20009.

| have beneficiated of several mobilities abroHake first one has been a nine-month postdoctoral
grant at the Institut National Polytechnique derhore, Center de Recherche en Informatique, France,
1993-94. In the framework of the Tempus programreHeacted as a contractor, | beneficiated of
short term (two-week) mobitities at the UniversitfiyGranada, Spain, National Technical University
of Athens, Greece and Fachhochschule Karlsruhan&wgr (1999-2000). | participated to a one-week
course in Digital Radio and TV at Kathrein Werke Rosenheim, Germany, 1999 and a Tempus
mobility at ITAL TBS SpA, Trieste, Italy, for education inddical Electronics (1997).

| sustained lectures of Electronics for four maenthith IUT Rennes, France, 2001 as PAST. And,
as already mentioned, | sustained lectures witicsofpom Micowaves at the Politecnico di Torino,
Italy for seven consecutive years (2003-2009) dmg activity will be resumed next year in the
framework of the Socrates / Erasmus program.

As a Scientific Secretary of the Faculty of Elenics and Telecommunications | have organized
four editions of thénternational Symposium of Electronics and Telecamipations 2001-2008.

In the next section, some of the relevant reseastilts | have obtained in the course of my career
are presented. Since | consider Applied Electroraags and Signal Processing as the research fields
that best define my activity, the selected topiestaken from these fields. Nevertheless, pubbcati
in the field of Solar Energy are also relevant (fpapers published in peer-reviewed journals abroad
despite the fact that | have approached this fiélesearch only in 2006. Sample papers focusing on
Solar Energy are attached.

The next two sections present results from Appliéettromagnetics, from low frequencies, which
allows neglection of radiation to microwave freqcies, where focus is on radiation and wave
propagation. Section 2.2 contains results for tleéd fof Metamaterials. It is divided into three
subsections. The first one is entirely dedicated survey of the results that are relevant to mykwo
The presence of the survey is motivated by the Ihovef the field, about one decade old.
Furthermore, it provides the framework of my resullhe results are of exploratory type and are
devoted to finding new structures and devices Vattorable properties for applications by simulation
and experiments. The next two subsection deal edgtiteption of fixed and switched electromagnetic
band-gap structures in view of applications taefilig and signal integrity. For space limitatione t
mathematical model concerning wave propagationcamdequently issues like Bloch waves, Floquet
theorem and Bloch harmonics are not tackled. This ig very well covered in classic literature e.g.
[bri_53], [collin_92], [kittel_96] etc.

Section 2.3 presents a series of three works waeh®rough study of restoring forces acting on
bearings built with magnetic fluids is reported.rélehe emphasis is on mathematical modelling, since
several models have been constructed and the poedimompared in view of validation of results.
Therefore this section is more mathematically imedl
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In Sections 2.4 and 2.5, results from Signal Pssicg are presented. In Section 2.4, two novel
procedures for spectral analysis of real sinuseidbedded in white, gaussian noise are reviewed. The
algorithms are described and low sample analysté asymptotic analysis are performed. The
effectiveness of the novel algorithms is demonstrdly computer experiments. Sampling theory is
the subject of the last section. Both multi-dimensai band-limited periodic signals and finite eryerg
signals are considered. Sampling strategies anglsanexpansions on general, non-orthogonal grids,
targeting the minimum Shannon-Landau sampling demse presented. Aliasing error bounds are
provided. References and the author’s list of alblons are grouped in the third Chapter.
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2.2. Applied Electromagnetics. M etamaterials

A. Metamaterials: Literature Review

Interest on microstrip boards having impresseéragic metal pattern on the face opposite to the
ground plane has been raised to the microwave atghga community by the works of Sievenpiper
published at the end of the last decade of theckstury [siev_98, 99 a, 99 b]. A periodic pattern
consisting of square shaped unit cells that coathim square metal patch positioned symmetrically
with respect to the center of the unit cell andremted around the same point to the ground plane
through a via with metal walls has been proposéis @rrangement is now known as "Sievenpiper's
mushroom structure”. It has been demonstratedhbadtructure could carry surface waves, except for
some frequency bands called electromagnetic baps-(#EBGs). Guided waves have been classified
in slow and fast following a comparison with theesg of light. Fast waves have been proven to be
leaky, so that the device became useful as a diatti® leaky-wave antenna, a topic that will be
considered at a latter point.

In order to describe theoretically the mushroomcttre, an effective impedance model for the
surface has been developed in the cited publicati®@uch a model works properly when the
wavelength is much larger than the dimension ofuthie cell, which means low frequency and small
wave-numbers. The surface presents a distributpeédance that can be modeled by a paraHeél
circuit with typical parameters values of C=0.5fFdsquare and L=1-2 nH/square (the reported unit
cell had an edge of 2.4 mm, a distance betweenl mpktees of 0.15 mm, a radius of the vias of
0.36 mm, a thickness of the board of 1.6 mm awlikkectric constant of the substrate of 2.2). The
resonance frequency is around 10 GHz and the suifapedance has an inductive behavior below
and a capacitive one above the resonance frequdinéyas been demonstrated that the surface
impedance is very high in the vicinity of the reance frequency; therefore, the surface acts like an
artificial magnetic conductor in the consideredgfrency band. The structure radiates at an angle
determined by the condition of continuity of thegantial wave vectors of the surface waves and
plane waves propagating through free space suriogiritie device. The resonance frequency is

1/~/LC and the relative bandwidth is proportionalte./C . The reflecting properties of the surface
are those of a magnetic conductor inside this batwThese results suggested the name of "high
impedance surfaces" (HISs) for the considered &ires.

Several applications have been proposed: enhatiegngadiated power by using a reflective plane
near the antenna, due to the magnetic conductoavimhof the surface around the resonance
frequency, reduction of ground plane currents iteama arrays sharing a common ground plane and
consequently reduction of speckle related effetcts e

The frequency related properties of the surfase theen presented in terms of dispersion diagrams
(DDs) that consist of representations of frequeneiersus wave-numbers [bri_53]. Electromagnetic
waves interact with the periodic structure in a Wwhaat is analog to the one in which crystal laiae
solids interact with de Broglie waves associatedetectrons. DDs display various modes of
propagations and one or several EBGs. Followindy suc analogy, microstrip boards printed with a
periodic metal pattern have been associated latietfield of metamaterials [lapine_07].

The present time interest in metamaterials hasstariz of about one decade [elef_11 a]. This
interest has been raised mainly by the possiliityynthesize materials with user-defined consiut
parameters. Electromagnetic waves that interadt arit array of small-sized scatterers (much smaller
than the wavelength) can be considered to propagatmmugh a homogeneous medium with
appropriately defined effective permittivity andrpeability. This idea, inspired from the propagatio
of light is not new in the Applied Electromagnetasmmunity, since "artificial dielectrics" relyiran
the same principle have been created in the WWigand in the aftermath. A brief discussion of
the history of the concept of effective medium dam found in the review article [elef_12 b].
However, a major excitement has been triggerechbydemonstration of existence of materials with
negative index of refraction [shelby 01]. This opéra new perspective for the pioneering work of
Veselago [veselago_68] who derived theoreticalgpilave-related properties of such media.

A material with a negative index of refraction misve a negative permittivity and a negative
permeability (see e.g. [elef 02]). A medium withgattive permeability has been proposed in
[pendry_99], relying on a periodic network of lolyseoupled split-ring resonators. The 3D medium
with negative index of refraction reported in [¢hel01] has been obtained by alternating split-ring
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resonators and wires. The medium filled with wipessents a negative permittivity for electric feeld
polarized along the wires, while the split-ring ageators provide the negative permeability
[elef 2012 b].

The negative permittivity and permeability are iaghd in some frequency bands and are
components of tensors. The other components ofetgors are positive, so that negative index of
refraction can be obtained only for appropriatedlapzed fields [dong_12].

Media with negative index of refraction exhibit la#ige refraction i.e. a negative angle of
refraction when electromagnetic waves are incidesth a usual medium on the boundary of the
metamaterial. This property gave rise to a lardetfgof dispersion engineering applications such a
self-collimation [matt_07], super lens, super psgenoch_03] and propagation control [notomi_0Q].

Another interesting feature of materials with gatese index of refraction is that the phase and
group velocities are opposite directed vectorsoimes frequency bands i.e. the phase of the wave and
the energy (or narrow band signals) propagate prosite directions. In fact, signals in periodic fmaed
are Bloch waves, with an infinite number of spaliatmonics. It has been known for long that some
harmonics have positive group velocities while otharmonics have negative ones [collin_92].
However, in the case of negative refractive indexerals, the first (fundamental) harmonic enjols o
this interesting property.

In our work we have considered devices based amostrip boards with a 2D periodic pattern
impressed on one side. The metal patches have dmgrected to the ground plane through one or
several vias. Such structures have also been @egithy many research groups in the last decade and
an extensive literature is available, as revieweldw. Radiation properties of the HISs have been
exploited in the conception of steerable and ed@itally tunable antennas. The EBG structure led to
filtering applications, while the presence of ggafundamental (low frequency) EBG has been taken
advantage of in suppression of switching noiseonvgr planes for fast digital or mixed signal citsui
Reflectarrays, holographic surfaces and activeigordtions represent important challenges for the
present-day research activity. In the consideradicgiions, the interest in DDs is not restricted t
zones where an effective medium model can be applieerefore, generally the DDs are calculated
and exploited for a wider range of parametersuuticlg high frequencies and large wave-numbers.

As mentioned above, one of the simplest waysdalizing HIS structures is employing microstrip
technology. Periodic microwave structures can laionbd by impressing a basic pattern periodically
on one face of a microstrip board. It can be flugts for Peano [mcvay_05] or Hilbert [mcvay_04]]
surfaces, the fish-like solution [matek_08] or otlkbapes or connected to the continuous metallic
ground plane on the other side of the board thrarghor several vias. This second solution has been
spread out following their introduction by SivengipFabry-Perot like resonators used e.g. to iserea
antenna performances require partially reflectivdages. This can be done by impressing different
patterns on both sides of the dielectric suppaati [@9]. Other applications of HIS include surfaces
transparent for the magnetic field [teix_07] antblgeaphic surfaces [siev_05_a].

Our main topics of interest in this field has beelated to filtering properties of HISs, including
conception of switched filters and to applicatidnsparallel-plate noise mitigation in digital and
mixed-signal high-speed circuits. Therefore, litera related to these topics will be covered iraillet
Nevertheless, present-day research challenges dtber applications domains will be also tackled
below.

The physics governing electromagnetic phenomenae known and understood. However,
analytical solutions to equations can be found dnlysome simplified situations, and therefore
computer simulations have to be relied upon. T¥8se applies to wave propagation in periodic planar
structures too. Fortunately, the development ofigized electromagnetic simulation and design
software in the last two decades provided meangdoametric characterization of the devices that
constitute the subject of our work [gupta_02].

When only the low frequency, low wave-number pairtDDs are of interest, circuit models
predicting the limits of the first EBG can be eledted and used [elek 04]. These models, relying on
transmission line theory and related to the phygeaameters of the periodic structure are more or
less precise but greatly reduce the computatiore ts8imce circuit models run much faster on
computers than full-wave electromagnetic simulaidtiowever, when the DDs are needed for a large
range of frequencies and wave-numbers, in 1D or #ign fullwave simulation becomes
irreplaceable. In order to provide design guidedjnparametric studies have to be performed by
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varying the geometrical parameters of the structur¢he constitutive parameters of the materials
entering the composition of the structure [rajo,Q/jo_09]. The constitutive parameters can take
values from a wide range due to present-day achiiests in materials synthesis [she_05].

The possibility of controlling analytically the o limits of the first EBG exhibited by a HIS has
been proven for an array of width-modulated migipstransmission lines [matek 08]. In the same
paper, an example of HIS exhibiting EBG in the aloseof vias has been reported. This situation can
occur in open structures, but presence of viasaisdatory in closed structures, such as paralléépla
waveguides (PPWSs), in order for EBGs to be prefgent_10].

Another solution for unit cells with analyticalixpressed DDs has been proposed in [matek_10] in
connection to holographic surfaces obtained by aieg unit cells with sinusoidal modulated
effective dielectric constant and different modiglatparameters.

EBG structures, initially introduced in [siev_99 ia connection to low profile antennas, has
gained attention for application in power distribatnetworks of high-speed digital and mixed-signal
electronic circuits in view of switching noise supgsion. Fast signal edges and fast varying
conduction currents through vias give rise in ti®APenvironment of multilayered printed circuit
boards (PCBs) to simultaneous switching noise, sdsmed ground bounce or power/ground noise
that can cause signal integrity problems and matfaning of analog and digital circuits. The
spurious signals are deterministic in nature; nbedess, the term "noise" is motivated by their
harmful effects. Once they reach the edges of tBBsP PPW noise causes additional problems by
radiation into the surroundings. The inclusion @ structures into the multilayered structures
mitigates these problems since EBG structures aerped surfaces that propagate surface
electromagnetic waves in some frequency bands enckpt their propagation in other bands. To be
effective for PPW noise suppression, the stopbdrad® to be wide enough in the low frequency
range of the spectrum and the low cut-off frequesbypuld be as small as possible. An obvious
solution for these issues is to increase the sizéeounit cell of the EBG structure. However, this
solution is in contradiction with miniaturizatiot present-day circuits, since several unit cellsting
present in 2D in order for the finite-size surfageppropriately function similarly to the infinitene.
Therefore this solution has to be combined to otimers, such as enhancing the distributed inductance
and capacitance by connection of aditional lumpaaponents, increasing the number of vias and
finding new shapes for the metallization in ordeincrease the number of resonances.

An early work in suppression of parallel plate poweakage by using a 1D periodic structure has
been [das_96]. A solution based on two rows of timpipins placed parallel to the central conductor
of a conductor backed coplanar waveguide has begroged among others.

Suppression of parallel-plate modes can be acthibyanserting a HIS in between two dielectric
materials contained in the space bordered by theplof a PPW. The HIS consists of square shaped
unit cells with square metal patches. Each patdoisected to the ground plane by vias with metal
walls [abhari _03]. Trough an appropriate desitne, EBG covers the most part of the PPW noise
spectrum which extends from DC to around 6 GHzthin cited reference, the transverse resonance
method for transmissions lines is used for predcthe limits of the first EBG with a certain degre
of approximation in order to alleviate the desigrsimilar idea is developed in [rogers_05], where a
circuit model for the structure is derived. Thecuit model has several limitations but it drastical
reduces the computation time since the correcitsesan be obtained only by solving an eigenmode
equation in a full-wave simulator software enviramh

A low-period coplanar EBG structure is proposedvii_05] in view of ground bounce noise
elimination. The novel design is incorporated ie fpower plane, while the ground plane is kept
continuous. A transmission line model providingpsb@and prediction is also proposed. The edge of
the unit cell has been chosen as 18 and 30 mm anréported experiments. Stop-band widths of
4-6 GHz have been measured, starting from low ffur@quencies of 1-2 GHz on finite dimension
boards. It has been demonstrated by EMI measurenteait the board does not suffer from radiation
problems, although the upper metal plane is notigoous.

The problem of finding a more precise circuit mdde HISs embedded in power planes has been
approached in [kam_05]. The authors report theltees@ia large number of simulations performed in
order to find the influence of various geometripatameters on the band-width of the first EBG. A
circuit model is extracted, which is quite complezd contrarily to the ones reported before. Howeve
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a claimed reduction of computation time for findiBBG limits from 1-2 days with a commercial EM
solver to 1 min has been obtained.

A further extension of the conventional solutionttie parallel-plate noise mitigation problem has
been to embed two HIS layers, with different loeguency EBGs, between the upper and lower metal
walls of the power distribution network [park _08he solution has been applied to low-temperature
co-fired ceramic system-in-package products. @®0 thick dielectrics and 1m thick gold
conductors have been used for constructing thecdewnit cells with edge dimensions of 3.8 and
1.8 mm have been tested. One or two EBGs in the fEd¢tgpiency range have been experimentally
determined.

The problem of 2D transmission-line models for theshroom structure embedded in PPW
configuration has been revisited in [tav_07]. Traission line based eigenvalue dispersion equations
giving approximate limits for the low-frequency EBGave been proposed.

In [zhang_07] it has been shown that increasiegnitimber of vias per unit cell in the embedded
mushroom structure widens the bandwidth of the Efth favorable effects on parallel-plate noise
suppression when appropriately placed.

A fundamental limitation of planar EBG structuresmely the difficulty to obtain a low cut-off
frequency with reasonable dimensions of the udif isetackled in [kim_08]. The authors propose the
use of hybrid planar-type EBG structures that dartamped passive components in order to increase
the capacitances and inductances, with the fawrathsequence of decreasing the lowest cut-off
frequency. A 1D model is provided and a feasibilitydy for application of the hybrid EBG structure
is conducted. The same issue is addressed in [IBGImTBe proposed solution relies on planar
structures containing unit cells with spiral meraltions, called spiral-based inductance-enhanced
EBG surfaces.

Results concerning the impact on signal integiify planar EBG structures embedded in
transmission media such as strip-lines and of theement of vias in multi-layered circuit boardse ar
reported in [pau_09] and [pau_10].

An EBG surface based on square unit-cells withtipiel slits in the upper metal plane is
introduced in [rao_11] for noise mitigation. Withcall edge of 15.2 mm, a stop-band in the range
0.9-3.5 GHz has been obtained. A circuit modeltappsed for predicting the band limits.

Leaky wave antennas can be built starting frongh lmpedance surface exploited in the region of
fast surface waves, when the structure radiates emmkequently the propagation constant
corresponding to surface waves is complex. As raeat above, radiation steering is explained by the
continuity of the tangent component of the wavetmewhen surface waves couple with plane waves
that propagate in the medium surrounding the sarfate literature treating leaky wave antennas
inspired from metamaterial technology is very laagel will not be covered here in detail. Only some
examples will be provided instead. Rather, the comincerning switched and tunable radiating
structures will be referred more thoroughly sinclas constituted a starting point for a part af ou
own work.

An application of EBG structures to antenna carcsion has been reported in the same issue of the
journal where the first work of Sievenpiper on HI&s been published [shum_99]. An EBG structure
in a PPW has been used for construction of a Luigelens in antenna feeding [park_01].

Finding new shapes for the metal pattern in thé aell of periodic surfaces based on microstrip
boards in view of improving various features haeerba constant subject of research. A proposed
fork-like pattern has reduced the covered area @ 4vith respect to the mushroom structure
[yang_05] The device has been used for a doubleesie microstrip antenna array, a notch-type
antenna duplexer etc.

When the geometry of the surface is altered, ffecteve parameters change and so does the
tangent component of the wave vector. Consequesitipals can be steered by taking advantage of
this property. A mechanical solution for beam-stegof radiation from a HIS has been proposed in
[siev_02]. The modification of surface parametefghe HIS is achieved by translating a second
tuning layer at a certain distance above the serfébe tuning layer consists of square metal patche
and changes the capacitance of the HIS with thecefif modifying the steering angle for a given
frequency. A claimed 45scan is obtained for a movement of the tuning rlaye 1/500 of a
wavelength.
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Electronic solutions when exist are in generalenetfiable and controllable than mechanical ones.
Tunable surfaces can be obtained by incorporatiecirenic control devices, such as MEMS, diodes
or FETs, into the geometry of the HIS. A solutibattrelies on varactor diodes connecting the patche
of the mushroom structure is presented in [siev._A83)ias voltage modifies the capacitances of the
varactors and consequently the resonance frequehdiie surface. At40° range of modifiable
steering has been obtained in two dimensions. Evece can function as a reflectarray with greater
bandwidth than conventional solutions and offerow-tost alternative to generally used phased
arrays. However, the array of varactors needssngaetwork that could alter the propagation ef th
electromagnetic field.

A tunable HIS also based on the mushroom struauockvaractor diodes has been used for the
realization of an electronically steerable leakyw&antenna [siev_05-b]. By tuning the surface, the
radiated beam could be scanned over a wide randmtim forward and backward directions. An
optimization algorithm has been applied for findthg bias voltage of individual varactors in ortter
provide a convenient beam steering.

A solution for tunable and steerable S-band lowfi@ antenna based on varactor diodes mounted
between patches of a HIS has been proposed ina[da8t A bow-tie radiating element has been
placed above the FSS which acted like an artifisiagnetic conductor due to the high impedance.
Beam scanning for each working frequency has bekieaed by appropriately biasing the diodes and
changing in this way the capacity between patchles.proposed biasing solution is simple, involving
two potentials, one applied to the patch plane amel to the ground plane. However, the biasing
network must be present on the face of the boamthgong the patches.

A tunable surface based on periodic arrays of lfieetaops impressed on either side of a thin
dielectric substrate has been proposed, discusskdeated in [baya_09]. Tuning has been achieved
again by means of varactor diodes mounted betwestallimations of the unit cells and by modifying
the value of the bias voltage. The solution hasnbessessed by simulation and then tested in a
waveguide measurement setup. The difficulties fasibg the diodes inside the waveguide have been
circumvented by using different values of fixed acifors in the experiments.

A 1D tunable structure using FET devices has Ipeeposed in [matek 09]. The device consisted
of a 1D periodic structure positioned between tteigd plane and the microstrip line. The unit cell
contained one metal patch of rectangular shape.pBhbehes could be selectively connected to the
ground plane by individually controlled FETs. Thechnology (GaAs substrate) allowed for very
small dimensions of the unit cell (tenths of mmaridtion of the effective dielectric constant oé th
material from small values up to 100 has been obthin a frequency range from low values up to
150 GHz.

An improved device, relying on the same princigias been proposed in [matek 11]. This time,
the device has been aimed to function in the le@gion for antenna-on-chip or system-on-chip
millimeter-wave applications. The possibility tayidally program the device allowed for changing the
radiation pattern for a given frequency and foraghbihg nearly identical radiation patterns for
different frequencies. Dynamic shifting of the EB%80 GHz has been demonstrated.

The problem of modeling of switching devices faeun electromagnetic simulators has been
raised in [thala_11]. It has been demonstrated thptacing reverse biased varactor diodes by
capacities is not enough. Complefe parameters model should be used instead. Furtheymo
placement of switching elements has an significangact on the frequency characteristics of the
system because of their transmission charactexistic

Switched and tunable frequency selective surf§EESs) to be used in indoor environment for
modification of electromagnetic architecture inwief facilitating propagation of mobile and wiretes
technology related signals has been proposed nz [€8]. The FSS consisted of slot dipoles and has
been placed on one side of a flexible dielectrigeta while the active elements and the biasing
network have been mounted on the other side. Swgdbetween reflecting and transmitting modes
has been demonstrated wign diodes as control elements. Control of the passibaas been
achieved through varactor diodes.

A similar switching technique has been appliedubstrate integrated waveguides (SIW) [xu_11].
SIWs are waveguides realized in microstrip techgwlthat represent a low-cost and low-profile
alternative to rectangular waveguides. The latesdls are obtained by drilling two parallel rows of
aligned vias along the conducting strip in the wétrip board. A fundamental high-pass mode of
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propagation exists, like in a waveguide with metalls. The switching solution involves a slot ireth
upper wall, parallel to the direction of propagatiovhich can be short-circuited by means of
transversally mountepin diodes. The diodes are placed on metal pads,atedarom the upper wall

of the waveguide by a thin insulating layer. Thesgguide can be switched between conduction and
50 dB isolation with a 3 dB insertion loss.

When building a tunable FSS, at least one tunlagent must be considered per unit cell. If the
number of unit cells is large, the cost of the lfip@duct becomes prohibitive. A solution to redtice
number of varactors has been proposed in [costaStiliare metal patches impressed on one side of a
board have been connected through vias to a ldgeeg beneath and insulated from the ground
plane, containing a network of segments of transioslines which connected several patches (eight)
to one diode. Waveguide measurements of reflepi@se demonstrated tuning capabilities controlled
by the bias voltage of the diode.

Filtering is a natural application of EBG matesidlue to the band-structure. Multi-band and broad-
band filters in microstrip and suspended strip-tieehnology are current subject of research (e e.
[menzel_03]). In microstrip filter design, patteingroduced as defects in the ground plane are know
as a solution for frequency response shaping [atin_0

A non-uniform series of circular slots or annuiags in the ground plane parallel to the signas li
of a microstrip board, with dimensions proportiortal coefficients of binomial and Chebyshev
polynomials, have been shown to provide low passtugoples and distinct stop-bands [karm_03].

A repeated pattern of resonant loads etched irgtbend plate below a microstrip line has been
proposed as a 1D structure of filter inspired frBBG materials [gao_06]. A design methodology,
including control of ripples in pass-bands has lanised.

Filtering applications of 1D periodic structureslized in ridge waveguide technology have also
been reported [gouss_06].

A dual-band filter has been devised for applicagiin the wireless communications area, such as
multi-antennas, by using a 2D periodic structureniitrostrip technology obtained by cascading
mushroom-like unit cells that operate at differénequencies [zhang_08]. The modification of the
frequencies defining the filter bands has beeneaett by changing the positions of the vias withia t
rectangular patches in the unit cells.

Filters with multiple notch bands, fabricated irultialayer liquid-crystal polymer lamination
technology, designed to be used in UWB communinatiod radar systems have been proposed
[hao_09]. The structure included three layers; ghdodic pattern has been etched as a 1D slotted
structure in the ground plane.

A modification of the ladder microstrip line, permmed by inserting loaded grounded strips
between the signal strips allowed the construatiothird-order Chebyshev filters with claimed pass-
band ripple of 0.05 dB and a relative bandwidti@¥ [chang_11].

The research we are presenting in the next sactias been performed by using a commercial full-
wave field solver [CST] which relies on tl@nite Integration Techniquéweil_77] for solving the
integral forms of Maxwell's equation. A presentatad relevant issues related to such field solears
be found in [weil _08].
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We will present the results obtained in the fiaf high impedance surfaces (HISs) and
metamaterials in a logical sequence rather thartime order following publication. We present fixe
surfaces in the first subsection and switchables @m¢he second subsection.

B. Fixed Surfaces

The first presented work (in 2009) and publisheghgy (2011) dealing with HISs reported a
parametric study of the shielded Sievenpiper strecil1_08_M].

The structure and the dimensions of the first WkShave considered are represented in Fig. 1. It
consists of a microstrip board with the periodidatiee pattern impressed on one side. The other sid
of the board plays the role of a ground plane.rtfeoto obtain a parallel plate waveguide, a mietall
plane is placed at a distang@bove. In fact, an electric condition has beenoseg in the simulation
and periodic conditions have been imposed on thegsl perpendicular to the structure that contain
the edges of the unit cell; the origin of the refare system has been taken at the center of the bas
pattern. The following parameters have been vatigthg the simulations: the dimensionandy of
the rectangular patch and the distagtetween the upper metallic wall and the patch.

a=2.5 mm
i Ve HE B E
b=2.5 mm 3[ @//’:O.mey E |Z| |Z| IZ'
. 2 oliohiolia
@ . = Tﬁ B EEE
metallic
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. T e ?

Fig. 1. (a) Basic pattern: top view; (b) basic eatt side view; (c) high impedar
surface obtained by repetition of the basic pattern

The DD for some specific values of the geometa@ameters and the light lines are reported in Fig.
2. Unlike the other simulations that will be preteehbelow, we performed calculation on the entire
Brillouin irreducible zond XMT. The figure shows some features of the DD comsiswith other
results that have been reported in the past. Théobihe first mode is tangent to the light linaad it
presents regions of positive and negative groupcitgts. The group velocities are zero at points X
and M. DD's of higher order modes intersect thétlignes so that fast and slow waves may be
launched. As indicated on the figure, the EBG isnposed between the maximum frequency
corresponding to the first mode and the minimungdency of the next mode. The figure also
suggests that, in order to determine the centegliency and the width of the band gap, the DDHer t
I'X portion of the Brillouin zone suffices.

The widths and the central frequencies of the E®&Gvarious dimensions of the rectangular patch
and a fixed value af are reported in Fig. 3 and Fig. 4 respectivelye Tantral frequency is calculated
by taking the geometric mean of the two frequenties define the limits of the EBG. The reason
why we preferred the geometric mean rather thamatliemetic one is that, in an effective medium
model, the surface impedance behaves like a semalgd-parallel resonant circuit [siv_99] whose
central frequency is defined in this way.

The same quantities are represented in Figs. Sdod another value aj. The decrease of the
central frequency with the increase of the patohetision might be associated with the increaseeof th
capacitive effects due to the fact that adjacetdh@s become closer together.

In order to gather more information on the EBG, veee performed two other simulations. In the
first one, we kept constant tyadimension of the patch and varied thdimensions, for two different
values ofg that are also different from the values we haweus the previously reported simulations.
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In the second one, we imposed a square shapedapdtch, so that we varied simultaneously the
dimensionsx andy for the same values gfas previously. The frequencies that define timétdi of

the EBG are represented in Fig. 7 and 8. It casdem that the height of the waveguide has a greater
influence on the upper limit than on the lower one.

Figs. 7 and 8 suggest that the central frequendythe bandwidth diminish wheg is increased,
which is in accordance to Figs. 3..6.
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11.5%

—— 1.65mm

Bandwidth [GHz]

—e— .8 mm

frequency [GHz]

11} —4&— 1.95mm

Band Gap —e—2.1mm

0 195

Fig. 2. Dispersion diagram fge=2h and Fig. 3. Widths of the bandgap for various
x=y=2.1 mm (light lines have no markers). patch dimensions ang=0.th.
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>
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12! . . . . . L . .
1.5 1.6 1.7 1.8 1.9 2 2.1 22 23 2.4 25 =
Patch Dimension x [mm] 1.5 1.6 1.7 1.8 1.9 2 21 22 23 24

Patch Dimension x [mm]

Fig. 4. Central frequencies of the igap Fig. 5. Width of the bandgap for various
for various patch dimensions agd0.5h. patch dimensions argt2h.

We considered a variation of the structure obthibg replacing the rectangular patch with a
circular one, of radius and keeping constant the other geometrical pasmeind the dielectric
constant of the substrate. The top view of thedyaaitern is represented in Fig. 9.

The DD for the new structure is quite similar te DD of the previous one. An example, for some
specific values of the radiusand of the heighg is presented in Fig. 10. Only tfi& portion of the
Brillouin zone has been considered and the hor&antis has been marked in radians, measuring the
normalized wave-number. As it can be seen, the BB@Il defined in this case too.

The limits of the EBG for a specific value gfbut different from the previous one are repoited
Fig. 11, in function of the patch radius Both limits decrease with the decrease of théadie
between two adjacent patches, like in the caseafingular ones (Figs. 7 and 8).
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Fig. 9. Circular patch
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Fig. 11. Minimum and maximum
frequencies that define the bandgap in
function of the circular patch radiug=3h).

We have calculated the widths of the bandgap #&edcentral frequencies (defined again as
geometric means of the limits of the EBG) in fuaotbf the radius of the patch, for various valuks o
g and represented the results in Figs. 12 and ¥#césely. The shapes of the curves are similar to

those obtained for rectangular patches.
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2 : : In order to compare a HIS based on square

patches to a HIS based on circular ones, we have
represented, in Fig. 14, the limits of the EBG in
20! function of the patches dimensions, for a specific
value ofg, when the side of the square is equal to
the diameter of the circle. The limits result lower
in the square (rectangular) case than in the
circular case and the shape of the curves are
similar. However, the ratios of the corresponding
frequency limits have a very slight variation with
r (being around 0.9).
I3 O e h A P The parameterized families of curves presented
consistent variations and have been intended to be
used in the design activity.
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Fig. 14. Positions of the bandgaps for a circular
and a rectangular patch, for various dimensions
of the patchesx=y=2r).

After gaining some insight into properties of sguand circular patches, we have introduced the
elliptical patches for three reasons: i) provisimhsmooth edges for the current density, like the
circular patches; ii) provision of design flexilliin the same way as rectangular patches present
versus square metal patches and iii) larger bahdwitat can be obtained (as demonstrated below).
We have introduced and studied parametrically tiygieal patches in [09_01_ M].

The geometry of the HIS and relevant dimensiors @arameters are represented in Fig. 15. The
origin of the coordinate system is at the centdhefpatch. The upper metallic plane (not represhnt
is situated at a distanae=0.5h from the patches plane. The influencegobn the EBG has been
already established and reported (e.g. in the abmm®tioned paper): a smallgrprovides a larger
width of the EBG. Therefore, this parameter has\ekept constant throughout this work.

The DD corresponding to this structure, witt2.4 mm and/=1.8 mm is reported in Fig. 16, where
the first four modes have been considered, an¢ihelight line has been also represented. Theeha
of the DD is consistent with other patch geometaied an EBG exists between the first two modes. It
is interesting to compare the width of the EBG bistHIS to EBG widths of other structures
characterized by similar parameters. We have cergida rectangular patch and an elliptical one with
two vias, situated on the axis at half distances between the origin andetkteeme points of the
ellipse (Fig. 17). The radii of the vias are thensan all situations and so are thandy dimensions
of the patches. The results are synthesized ineThbl
The frequencie§,, andf.. correspond to the lower and upper limits of thedogap defined in Fig.

16, and the bandwidtB is the difference of the two. The central frequefaas the geometric mean of

21



the limit frequenciesf, =/ f.. ... - The reason why we preferred the geometric metaeréghan the

arithmetic one is the same as in the case of rgotan patches: in an effective medium model
[siv_99], the HIS impedance behaves like a paraiebnant circuit. The quality factor is defined as

usual bszfEO. We have also added results concerning HIS buth wnit cells with elliptical

patches having the samalimension buy=1.5 mm (last column of Table 1). Since interpaathas
been used, some numerical inaccuracies might deipte

i -—;_ ly : I\r/rijlnli-us @ @ @ @
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Fig. 15 (a) Unit cell: top view; (b)unit cell: side vieg) high impedance surfa
obtained by repetition of the unit ¢
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Fig. 16. Dispersion diagram for a HIS with elligtigpatches
(the light line has no marker). Fig. 17. Patches: (a) rectangular,
(b) elliptical with two vias.

The results in Table 1 may be explained in terfnthe circuit parameters of the HIS from the
effective medium model [siv_99]: the vias have mpartant inductive effect, while adjacent patches
introduce capacitive effects. When two vias aredusstead of one, the path for the current induced
by electromagnetic surface waves gets shortengdltirey in a reduced inductance and hence a higher
central frequency. The surfaces of an ellipticalcpas are lower than those of rectangular ones,
resulting in reduced capacitive effects and agaiinareased central frequency. For similar reasons,
decreasing thg dimension of a HIS based on a unit cell with dipttal patch results in increased
frequency characteristics of the EBG. The DD'sheflIS based on unit cells with elliptical patcldan
two vias and rectangular patch with dimensions ifipdcabove are presented in Figs. 18 and 19
respectively.
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Table 1: Frequency characteristics of EBG's

Elliptical patch, Elliptical patch, Rectangular patch| Elliptical patch,
two vias, one via, one via, one via,
Xx=2.4 mm, x=2.4 mmy=1.8 mm Xx=2.4 mm, Xx=2.4 mm,
y=1.8 mm y=1.8 mm y=1.5 mm
frin [GHZ] 16.1730 11.4610 9.2169 12.1154
frnax [GHZ] 26.1362 24.0922 19.5651 24.7499
B [GHZ] 9.9632 12.6312 10.3482 12.6345
fo [GHZ] 20.5597 16.6169 13.4287 17.3163
Q 2.0636 1.3155 1.2977 1.3706

Frequency [GHz]

Band Gap

0 0.5 1 1.5 2 2.5 3
Normalized Wavenumber [rad]

35

Fig. 18. Dispersion diagram for a HIS with

elliptical patches and two vias.
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Fig. 20. Minimum and maximum frequenciesfidieg
the EBG for elliptical patches with two vias, etigal
patches with one via and rectatgu patches. Tt
dimensiony is kept constant at 1rdm, while thi

dimensionx is varied.
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0 0.5 1 1.5 2 25 3 35
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Fig. 19. Dispersion diagram for a HIS with
rectangular patch.

For a quantitative characterisation of the position
in frequency of the EBG for various dimensions
of the patches, we have determined the DD's for a
fixed value ofy, namely 1.5 mm but we have
varied thex dimension in the range 1.5..2.25 mm,
for the three cases we have considered above:
elliptical patches with two vias, elliptical patche
with one via and rectangular patches. The other
geometrical dimensions and the value of the
dielectric constant are the same as above. From
the DD's we have determined the minimum and
maximum frequencies and represented the results
in Fig. 20. The monotonicity properties of the
curves in Fig. 20 tend to confirm what has been
said about the influence of the circuit parameters
from the effective medium model of the HIS.

The presented results may be useful in the dedigti® with specified EBG parameters, for various

applications.
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Parametric studies and numerical explorationsi@fshielded structure with elliptical patches have
been performed by varying geometric and materiahmpaters. The obtained results have been
reported in [10_01_M] and [10_02_M].

In the first one of the above mentioned papersdea with a unit cell including an elliptically
shaped patch on a dielectric layer, connected ¢ontbtallic ground plane by a variable number of
vias. The geometry can be conveniently realizedhicrostrip technology. The vias are thought to
have diodes or FET switches whose state can benalfecontrolled by a biasing voltage with the
aim to generate a tunable geometry. When the aclexeces are not biased, they exhibit high
impedances, which can be modeled for precise ctaization or simply assumed to be infinite. On
the other hand, when they are biased, their impextaare negligibly small and they act as short-
circuits. This preliminary study does not tackle firesence of the control part, but it aims tofyeri
the degrees of freedom of the structure and theilfidity of a tuneable surface with the considered
control parameters.

For non-tuneable applications, HIS geometries fitavide the largest values for EBG's are of
interest. Therefore we have determined the EBGnpatexrs for this particular configuration with the
radius of the vias which maximizes the band-width.

The numerical study, carried out by commerciakvgaife, allows a full characterization of the
infinite surface, by adequate periodic boundarydaoons imposed to the unit cell. The parametric
study regarding the effect of the number of viad af the aspect ratio of the ellipse allows for
collecting information needed to fulfil design inpuThe EBGs for the various geometries have been
obtained from the dispersion DD computed by thee&ngode Solver of the CST Microwave Studio
on the entird’ XMT border of the first irreducible Brillouin zone asgated to the rectangular lattice.
The DD is useful for finding other relevant quaest such as the phase and group velocities as well
The applications of HIS in the field of low profientennas require a precise control of the limits o
the band-gaps. Therefore, studies on the influesfcthe various geometrical parameters on the
frequency position of the EBG have been performed.

a—2 5 mm—){

via - radius
=0.2 mm™ T
Y X b=2.5 mm

Fig. 21 Geometries of the u
cells. Top: Elliptical patch wil
one eccentric via, Middl
Elliptical patch  with  tw«
eccentric vias asymmetric (le
symmetric  (right), Botton
Elliptical patch with  thre
eccentric vias (left), Elliptici
patch with four eccdrc vias

(right).

The unit cells we are considering here, and shiowFig. 21, have square shape with dimension
a=b=2.5 mm in the two orthogonal directions. The grbeoh dielectric of heighbh=1.58 mm is
characterized by,=3.5. On the top of the dielectric an ellipticadligaped patch with the main axes
andx is considered.

In this study, one of the major axis of the elijgs been maintained constant, while the other one
has been varied. The variation has been choseruéh a way to incorporate the degenerate
configuration of circular shape. In particular, thdimension has been fixed to the value of 1.8 mm,
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while the dimension along has varied fronx,=1.5 mm toX,.=2.25 mm with stepgix=0.15 mm.
Different numberd\y of vias from 1 to 4, all with a radius of 0.2 mhave been considered. The
eccentric vias are shifted with respect to theinriy S= + x/6 andS~= + y/6. This means that when
varies, the positions of the vias vary as wells ttioice has been considered for scalability reason
On the top of the entire geometry an air layertieen positioned; the CAD model fdy=3 is shown
in Fig. 22.

DDs for all configurations in Fig. 21 have beemputed. In Fig. 23 we report those related to the
Ny=4 vias case. The band-gap and the light-lineslesgly indicated.
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Fig. 22 CAD model of the geometry fi Fig. 23: Dispersion diagram for the elliptic patch w
Ny=3,%x=1.5 mm,y=1.8 mm. Ny=4 vias.

The DDs for the structures with other numbers iafs\present similar behaviour, allowing a
comparison in terms of band-gap position and widitte results referring to the central frequencies o
the band-gaps are reported in the plot in Figwdle band-gap widths are represented in Fig. 2& as
function of the size along theaxis of the ellipses.

The EBG bounds are defined as the maximum ofiteg &lways bounded, mode and the lowest
value of first higher order mode. The variatiortleé band-gap is as high as 10% around 12 GHz. The
central frequencies are calculated as the geommagan of the EBG limits. Moreover we can observe
that the maximum width of the band-gap is achigeeé circular configuration, except for the cage o
Nyv=1 andN,=2 asymmetric vias. This can be explained by tHecefof two opposite behaviours
resulting from the variation of the geometry. Wihtlea value ok is varied in the indicated interval, the
mutual inductance between the various vias decseagdle the capacity between patch and ground
plane increases. The effect of the two oppositeiehs gives the results shown in Fig. 25. For the
Ny=1 case, the variation of the mutual inductanaaoispresent, hence the continuous increase of the
width of the band-gap can be observed as a consegus# the increase of the capacitance. Similar
observations hold for the\/d2 cases but the responses are affected by the alyias

The parameterized results reported here are udefullesign issues and for circuit models
conception and validation.

Unit cells with the same geometry, but differel@ceromagnetic responses, can be employed in

different applications in the field of antenna teclogy, e.g. controlling of the direction of radioat,
sensoring etc.
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The continuation of the above presented paramstinidy of EBG planar structures with elliptical
patches has been continued in [10_02_M]. We hawusidered vias with variable radii. The radii of
the vias for a single geometry are equal in eachulsition; however, three values have been
considered, namely=r,=0.2 mm;r=r,=0.15 mm; and=r;=0.1 mm. Three vias configurations have
been studied: °itwo vias: 1 and 2;2three vias: 1, 2 and 3? all four vias. We will refer to a given
geometry in the shapenfn), wheremis the number of vias andis the index of the radius as denoted
above. For reference, the vias are numbered agir26, where the position of the frame is also
represented.

The results of the first simulation, performedtbe configuration with three vias of radius 0.2 mm,
denoted by (3,1) above, is reported in Fig. 27.
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Fig. 27 Dispersion diagram for the structure with tt
vias of radiir=0.2 mm and patch dimensiops2.25mm,
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Fig. 26. Via numbering.

The DD corresponds to the whdiXMT border of the Brillouin irreducible zone. The geale
shape is consistent with other geometries. The EB&early outlined; the comparison with the light
lines shows the presence of waves with phase vVielegjreater and smaller than the speed of light;
regions with negative group velocities are alscaagpt, and the group velocities vanish at X andtM.
is interesting to note the points of higher ordedes intersections. These points might be used for
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applications involving power exchange between mptesever this issue is not considered in this
context.

The rest of the simulations have been performethefX edge of the Brillouin zone, involving
surface waves that propagate along xhdirection only. The obtained band-gaps and theecen
frequencies of the EBG's are reported in Fig. 2BRig. 29 respectively. The central frequencieshav
been calculated at midpoints between the frequémiis of the band-gap. A geometric mean would
have been an appropriate choice too, since e.gmipedance of Sievenpiper's HIS admits an effective
medium model in the shape of a parallel resonaatitj as mentioned above. However, the arithmetic
mean is easier to interpret in this context.

Band Gap [GHz]
Central Frequency [GHz]

5 h . . . . . 15 16 1.7 18 1.9 2 21 22
1.5 1.6 1.7 1.8 1.9 2 2.1 2.2 Patch Dimension p [mm]
Patch Dimension p [mm]

Fig. 28. Band gap as a function of tipe patct Fig. 29 Arithmetic central frequency as
dimension forg=1.8 mm. The graphs are markesl a function of thep patch dimension. The gray
follows. Two vias withr=0.2 mm: x markr=0.15mm: are marked as in Fig. 28.

plus, r=0.1 mm: circle. Three vias with=0.2mm:
down triangle,r=0.15 mm: up triangle;=0.1mm: lefi
triangle. Four vias with=0.2 mm: square=0.15mm:
diamond, r=0.1 mm: pentagram. Identical radare
drawn with the same line type.

The following relevant data may be derived fromggri28 and 29. The largest band-gap widths,
between 13.33 and 14.35 GHz correspond to (3,3)ewime smallest one, of 10.47 GHz, occurs for
(4.1), atp=2.25 mm. Then=4 vias geometry is similar to a closed resondthe role of the vias is to
confine the electromagnetic field. Similarly to tekorting pins used to prevent generation of the
fundamental parallel plate modes in the strip tinafigurations, they inhibit the “passing thru”tbe
electromagnetic field from the inside of the cavibwvard its exterior (and vice-versa) when the
wavelength is smaller than the distance betweem.tfithie volume in-between the vias corresponds to
a closed resonator, with higQ. Increasing the patch dimensignthe volume of the resonator
increases and consequently the resonant frequestngakes in accordance to the data in Fig. 29.
When m=3, the closed resonator becomes an open resomgtere the field intensity in
correspondence to the "missing" vias externallythi® resonator is different from the 4-via case.
Consequently theQ factor decreases corresponding to an enlargemerheo band-width. The
distributions of the electromagnetic field in thieldctric for them=3 vias cases in the first two pass-
bands and stop band are reported in Fig. 30. Tte ldave been obtained with a phase shiftggf (
@®)=(40.5,0) degrees between the input and outpus por

The band-gap widths for the geometries)2)=1..3 have an almost linear variation, which is/ve
convenient for design purposes. For the rest ofggmmetries, maxima occur when ellipses become
circles p=g=1.8 mm), while (3,3) and perhaps (4,3) also admitima. When two vias are used, a
decrease in the vias diameter have the effect afedsing the bandwidth due to the variation of the
self inductance of the vias, while the effect ipagite for geometries with three and four vias dose
of the different role of the vias as explained abhov
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Fig. 30. Distribution of the electromagnetic fied)l in the first pasband (firs
mode, f=8.07 GHz); b) in the second pass-band (#BGHz) of them=3 vias
case (same case as in Fig. 3). The cuts are paltke ground plane in t
dielectric at half of its height.

All central frequency curves decrease with thedgases op, which correspond to a larger area of
the capacitor formed by the ground plane and paketreasing the capacitance, the resonant
frequency will decrease. Again, the geometries with vias provide almost linear variations. The
central frequencies for (4,1) and (4,2) are alngogtcident, and so are (3,1), (3,2) and (4,3); h@wve
the bandgaps are different. Regardless of the nupfbéas, decreasing diameter leads to a decrease
of the central frequency. The largest central fezgpy, of 25.53 GHz corresponds to (4,1) or (4,2),
while the smallest one, of 18.18 GHz, occurs fer(3) geometry.

For the two-via geometry, the largest bandgap hwidtf 13.17 GHz and the largest central
frequency, of 23.89 GHz occur for (2,1)patl.5 mm, while the smallest bandgap width, of 1130%
and the smallest central frequency, of 18.18 GHaodor (2,3), atp=2.25. The frequency span is
from 12.67 to 30.47 GHz.

The three-via geometry provides a frequency spam f15.07 to 31.20 GHz. The minimum occurs
for (3,3) atp=2.25 mm and the maximum occurs for (3,1)pal.5 mm. The band-gap widths are
14.35 and 12.29 GHz, while the central frequenares22.24 and 25.11 GHz respectively.

For the four-via case, a frequency span betwee®6ldnd 31.38 GHz is obtained. The results that
correspond to those presented above are: (4,3p<t@5 mm for the minimum and (4,21.5 mm
for the maximum. The band-gap widths and centrafjdencies are 12.38 GHz, 22.15 GHz and
12.27 GHz, 25.53 GHz respectively.

The global frequency span is from 12.67 GHz t8815Hz, the limits being in a ratio of 2.48:1.

The presented results are relevant for the desidiixed or tuneable HIS in view of various
applications.

A passive, low-cost device built with a texturadface, consisting of a periodic lattice of metal
patches, embedded in an inhomogeneous paralle-wkieguide has been proposed in [11_12_M]. It
acts as a band-pass filter in the microwave frequeamange and it can be also used in sensor
applications. We presented the frequency relatedesties of the structure by means of the dispersio
diagram calculated by full-wave electromagnetic iBation. We performed a parametric study in
function of the dielectric constant of one of thatenials entering the construction of the device.

The structure of the device we have proposed isrteg in Fig. 31 (a). It consists of two parallel
metal plates that contain in between two differaetlia of dielectric constants andg, respectively.

At the border of the two media, a textured surfemesisting of metal patches arranged in a periodic
2D lattice is impressed. Circular shaped patche® eeen chosen for each unit cell of the lattice.
Metal pins connect the upper metal plate to thehms and vias connect the lower metal plate to the
same patches, one of each for every unit cell. Wi lthosen pins instead of vias for the connection
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of the upper plate as, may be equal to unity, so that air fills the cepending space. Therefore, the
mechanical structure is more robust in this caseniA cell of the textured surface is represented i
Fig. 31 (b) and the HIS obtained by the repetitbthe unit cell is reported in Fig. 31 (c). Fid &)
shows the CAD model used for the unit cell of tegide.

Upper metal plane (Cu)

X
di2

1
i : - _t_ - (c)
Patc &2, | 2
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Textured surface &1 ! 1 t1 y
: ! I~ Patch
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V|a ™ Unit cell Unit cell ' \ () (d)
d
Lower metal plane (Cu)

Fig. 31. (a) Proposed structure; (b) unit cell lod textured surfacec) textured surface; (d) CA
model with upper metal plane removed for visuaitrat

We have used the following parameters: dimensiah@iquare shaped unit cg2.5 mm, patch
diameter P=2.1 mm, t;=1.6 mm, t,=0.3;, radius of vias 0.1 mm, radius of pins 0.15mmeTh
dielectric constant of the lower layer has beert kepstants;=3.5, while that of the upper layeg,,
has been varied between 1 and 12 during simulations

The DD of the structure for the cagg=12 is reported in Fig. 32. The shape of the boadehe
first irreducible Brillouin zone in the wave-numbespace is drawn in the inset of the figure. Light
lines (LL's) are also represented, by assumingffecteve dielectric constant of the inhomogeneous
medium defined by, andg, [rogers_05]. LL's are used for separation betwiashand slow surface
waves.

The first EBG spreads from DC upftpwhich is the minimum frequency of the first mode.

The second EBG is defined iy the maximum frequency of the first mode dnthe minimum
frequency of the second mode. The fact that logueacy waves are cut up to DC is motivated by the
DC connection between the two metal plates.

The frequency positions and widths of the EBG!3 ba adjusted according to requirements of
various applications by varying the geometrical anaterial parameters of the device. We have
performed a study on the influence of the dielectonstant of the upper layer on the relevant
frequencied, f; andf,, Fig. 33. This choice is motivated by availabildfa large range of low loss
materials for high frequency applications.

The frequency span is sensitive to the materiahhefupper layer. The width of the pass-band
(betweenf, andf;) diminishes with the increase of the dielectrimigtant, making the filter more
selective.

Several other parametric studies, in functionhef geometric parameters will be performed in the
future in order to provide further degrees of freadn design.
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A solution for mitigation of parallel-plate noise power distribution networks of high speed
digital and mixed-signal circuits and of printedcciit boards based on an inhomogeneous parallel-
plate waveguide (PPW) has been proposed in [12_D1Tkke PPW consisted of two different
dielectric layers and a high impedance surface XHIE their interface. The frequency related
properties of the structure have been studied firdlie numerically computed DD.

The general structure of a power distribution rekwn a multilayered environment is presented in
Fig. 34 (a). The patterned surface is embeddedmiitie upper and lower metal plates. Two materials,
generally of different dielectric constants, fillet space in between the planes. The structureneltai
in this way is an inhomogeneous PPW. Vias of tygminect the upper and lower metal plates and
are electrically insulated from the patterned @fly a surrounding dielectric slot. The patterned
surface consists of a periodic lattice of metakcpes that can be connected by metallic pads. The
patches may be connected to the lower metal platmdans of hollow vias. Additionally, pins are
inserted between patches and the upper metal @adethey may electrically connect the two in the
limit. The idea of using pins has been first introeld in the context of coplanar waveguides, invgvi
1D periodicity. Here we prefer to test the effefcpims in a 2D seting.

Not all elements in the figure are actually présera special solution. In fact, three configusasg
are generally used. First, a "mushroom" like camgion, when the upper metal plate, the vias type
and the pins are absent agg=1. In this case, vias type of 2 must not be presed metal pads
connecting patches must exist in order to prowa®donducting plates for power supply. An example
of a unit cell of a patterned surface and the serfself are shown in Fig. 34 (b) and (c) (the ipinst
be removed in this case). This solution is not cachpnough since radiation occurs in the stop-band.

In the other two solutions, both upper and lowetahplates are present. If vias of type 1 connect
the two metal plates, the metal pads connectingpéttehes on the middle plane must be present in
order to provide two power supply lines at diffar@C potentials. However, if vias of type 1 are
absent, then it can be shown that the structure patls does not have a band-gap. Therefore, in the
third solution, only vias of type 2 are presente atches are electrically connected to the lowataim
plane and disconnected from the upper plane.

We have considered a structure of the third Kieerefore, vias of type 1 and pads are absent from
the diagram in Fig. 34 (a). The unit cell with gfically shaped metal patch and the textured serfac
are represented in Fig. 34 (b) and (c) respectivigtys structure is a variation of a solution wedna
proposed in the past for building passive band-fidess based on a HIS. A CAD model we have
used is reported in Fig. 34 (d). The DD's have lmsdculated for waves propagating in sheirection.

Let us consider a unit cell with=2.5 mm. In a first example, we takg=7,=0 i.e. the pin extends
from the patch plane to the upper plate. The DBign 35 shows a very wide EBG starting from zero
frequency and a narrower one at higher frequenties.light line (LL) is also represented in Fig, 35
and in subsequent figures. Although this resuigered the idea of introducing pins, it is not a
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realistic solution in this context since the metialtes are short-circuited. However, a small gapQ)
corrects for this fact and the corresponding DPeorted in Fig. 36. In can be seen that the EBG is
still wide enough in the lower frequency rangehaligh low frequency waves are now propagated.

Metal pad Pin Upper metal plane (Cu) x
\ d/i2

i _-Itz
: Y- (a)

!

— d —»
Viatype 2 ' Unitcell ' ower metal plane (Cu)
a) b)

Fig. 34. (a) PPW- transversection; (b) unit cell; (c) textured surface; @AD model (uppe
metal plane removed for better visualizati

a
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—Pin
I~ Patch

c) d)

Next, we have approached the influence of geoo@timensions on the location and width of the
DD. We also took advantage of the availability ofide range of dielectric materials with negligible
losses in order to consider various valuesgoland &,. This study is motivated by the necessity to
find geometrical and material parameters for tmectire such that the frequency limits of the first
EBG in the DD be relevant for the noise mitigatiproblem. As known, the parallel-plate noise
spectrum has a low-pass pattern with a cutoff feegy of about 6GHz.

The structure we have started from is charactrizg the following parametergl=2.5 mm;
t,=1.6 mm;t,=0.1t;; 1;=0.035 mm; 7,=0; ry;z=rpin=0.1 mm; 2=2.25 mm; B=1.8 mm; pin (0,0); vias
(xa/3,0); £:=3.5 and the associated DD is similar to that rggméed in Fig. 36. In order to match the
frequency position of the EBG to the necessitienai$e suppression, we have the option to vary the
geometrical and material parameters. The resultpregent may be used for design of the device in
order to meet specifications of various applicagjonot necessary related to the noise mitigation
problem.
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Fig. 35. DD - pins electrically connect  Fig. 36. DD - pins are not electrically connectec
to patches. patches

The position of the EBG in function of the dieléctconstant of the upper layer (of widtf) is
reported in Table 2. We have denotedflgyandf.;the maximum and minimum frequency limits of
modei respectively. Increasing, leads to both decrease of frequency limits ofEB& and increase
of the gap width. Therefore, a large value of tlededtric constant is recommended for the consilere
application
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Table 2 EBGs in function of the dielectric constanthe upper layer
27 fMl fm2 EBG
5 7.53 27.90 | 20.38f
10 7.14 27.83 | 20.69
12 7.05 27.82 | 20.77
30 6.77 27.78 | 21.01
"A second EBG appears betwdgp=38.41 GHz and,;=38.59 GHz.

A larger value for the first dielectric constat=12 and taking;,=30 leads to two EBGs, namely
fw1=5.73 GHz and f.,=15.41 GHz (BW=9.68 GHz) andfy,=21.43 GHz and f,3=22.87 GHz
(BW=1.44 GHz). A comparison with the correspondlimge in Table 2 reveals that, as expected,
increasing the dielectric constant leads to a siiifte DD towards lower frequencies.

The effect of increasing geometrical dimensiors lbeen tested by increasing the radius of the pin
to r,;;=0.2 mm. We obtained, fo,=3.5 and &,=5 the following EBGs:fy;=7.26 GHz to
fp=27.88 GHz (BW=20.61 GHz) andy,=38.43 GHz to f,3=38.83 GHz (BW=0.40 GHz). A
comparison with the corresponding line of Tableefeals a shift towards lower frequencies of the
first EBG (which is the major concern in this codjewhile the second EBG is shifted towards higher
frequencies, probably motivated by the change attree elements following the increase of the pin
radius. If the position of the pin is changed td{®), the first EBG results in betweén=7.95 GHz
andf,,=29.58 GHz (BW=21.64 GHz) and the second EBG dag¢ccur. The increase in the EBG
width motivates keeping this position of the pine Wave tested the effect of changing positions®f t
vias, to ¢2a/3,0) and obtained two EBG$§;;,=8.80 GHz tof,=29.08 GHz (BW=20.28 GHz) and
fwa=47.06 GHz td,3=48.08 GHz (BW=1.02 GHz).

It is interesting to note that the variation oé ttlielectric constant and/or geometrical dimensions
can lead to important qualitative differences ia behavior of the HIS. For example, we have tested
the following situation:&,=3.5, &,=12, 22=2b=2.25 mm,t;=1.1 mm, t,=0.1t;, 7;=0.035 mm; 7,=0;
Mia=rpin=0.1 mm, pin (0,0); vias+@/3,0). We obtained two EBGs, but the second oneltess much
larger than other secondary EBG widths we havertegantil now. The results arkg;;=7.53 GHz to
fp=27.65 GHz (BW=20.12 GHz) arfgl;=38.74 GHz td,z=45.66 GHz (BW=6.92 GHz). The second
EBG does not occur when geometrical parametersitbig used for Table 1 are selected.

Turning now to the PPW noise mitigation probletre position of the EBGs must be moved to
much lower frequencies than in the situations a®rsdd above, since it is known that this type of
noise has a low-pass spectrum, below 6 GHz. Anaafsvisolution for this is to increase all the
geometrical dimensions of the structure. We havéopeed five simulations in order to optimize the
design, which are reported below in the increasirdgr of performance (and also by observing the
time order in which we have gradually approachedfitmal solution).

We have begun by doubling the sizes of the urltased patch:d=5 mm;t;=1.6 mm;t,=0.1;;
1,=0.035 mm; =0; ri==rpin=0.2 mm; 2=4.5 mm; »=3.6 mm; pin (®W/2); vias ¢a/2,0); §:=3.5;
&>=5. Three EBGs resulted, one from 4.43 to 14.61 @BWw=10.18 GHz), the second one from
20.57 GHz to 21.91GHz (BW=1.34 GHz) and the thiothe from 24.24 to 24.81 GHz
(BW=0.57 GHz).

We have then tried two alternative solutionshia first one, we doubled the height of the strietur
t,=3.2 mm;t,=0.1t; and obtained two EBG: one from 3.65 to 14.31 GBW§10.65 GHz) and the
second one from 21.54 to 21.85 GHz (BW=0.31 GHz).

As a second solution, we have kept the heighhefstructure;=1.6 mm;t,=0.1; and increased
instead the dielectric constags to 30. We obtained three EBGs: one from 3.54 GiHz4.42 GHz
(BW=10.88 GHz), the second one from 19.53 to 2G8Z (BW=1.39 GHz) and the third one from
21.82 to 22.48 GHz (BW=0.66 GHz).

The obtained results for EBG1 are quite similathie two cases. Therefore, we doubled again the
size of the structure in they plane: d=10 mm; t;=1.6 mm; t,=0.1;; 7=0.035 mm; =0;
Nia=lpin=0.4 mm; 2=9.0 mm; »=7.2 mm; pin ((&/2); vias ¢a/2,0); §:=3.5; ,=30. The three
obtained EBGs have been: from 1.83 to 7.13 GHz (B@&&GHz), from 9.76 to 10.77 GHz
(BW=1.01 GHz) and from 11.13 to 11.42 GHz (BW=0@4z).
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A further decrease of the frequency parameterg the@en obtained by increasing four times the
height of the structuret;=6.4 mm; r;=0.035 mm. The two EBGs that occurred are from @4
6.76 GHz (BW=5.52 GHz) and from 10.14 to 10.34 GBW=0.20 GHz).

The last two presented HISs clearly satisfy tlegdiency requirements for PPW noise mitigation.
The corresponding DDs are reported in Figs. 373hd

te & o 4 © Model
16 .. e

‘e, x Mode? 10 EBG2 i * il
- @ Mode3 ; & @ Mo
| T g o Mode4 ? 00" o i
‘., * Modes 8 au®” .
; i . IPach o —
12 ERG3 ., LL o o 8f@ v o
| A 7998 fyyyyrr Ry TTTILE

. e T Z5
2 EBG2 e 7
£ .

e Sowener is
£ -] EBGI
EBGI 3

4
>
E = =
) 5

EgE=g=sx2xs
BEEEE

@ =W

FASTIILL T
D ’ I s 2 ) ! 15 ? :

Normalized Wavenumber [rad] Normalized Wavenumber [rad|
Fig. 37. DD for [d=10 mm anc Fig. 38. DD ford=10mm ant
t;=1.6 mm t,=6.4 mm

The presented study has been performed in viewappfications of mitigation of parallel-plate
noise in power distribution networks for high-spedidital and mixed-signal multilayer integrated
circuits and for printed circuit boards. After aitguarge number of simulations, we have derived a
configuration suitable for solving the approachedbfem. Moreover, the influence of parameter
variation on positions of EBGs may be used, qual#ésy or quantitatively, to the design of similar
structures in view of meeting frequency filteringesifications in various situations.

Since we proposed a number of switched periodicttres, to be presented in the next subsection,
we preformed and reported a study of the effectsthaf biasing network on the dispersion
characteristics of the network [11_01_M].

The unit cell geometry with elliptical patches Wwave introduced, as shown above, for easy
fabrication in stripline technology, consisting af elliptical-shaped patch grounded with a variable
number of vias has been selected for demonstrafiba.encouraging results of this passive, fixed
geometry offering a 2-D stopband as wide as 13 @kaznd a central frequency of 20 GHz, i.e.,
approximately 65%, have motivated the extensiahisfresearch to construct tunable configurations.
A novel technique easily implementable in coplanmansmission line technology for biasing a tunable
configuration has been introduced.

The main difference between passive and tunabiéigeoations is represented by the presence of
the active devices, which could be diodes, fieléaftransistors (FETS), or microelectromechanical
systems (MEMS). Typically, tunable impedance sw$aare biased using a network of biasing tracks,
located on the opposite side of the ground plaam fthe tunable impedance surface, to minimize
interaction of the biasing lines with the impedarseface operation. However, this solution is
affordable when only a smaller number of switches @ be controlled; it becomes prohibitively
expensive for large, 2-D periodic configurations.

To overcome such a limitation, a novel configunatof biasing network has been introduced and
investigated. The biasing signal is conducted ® diodes through a coplanar waveguide (CPW)
positioned directly in the ground plane itself. the insertion of such a CPW in the geometry of the
unit cell implicitly means that it will be perioditly repeated, it is expected that the DD of thespnt
solution is affected by the presence of the biasieigvork, but on the other hand, it also represants
further degree of freedom, which can be exploiteth vappropriate design. To the best of our
knowledge, similar investigation has not been psagldn the literature.

Because of the aforementioned periodicity of tlaesihg network, we explicitly concentrate on its
effect on the dispersion characteristics of theiopér structure. These effects are studied by
monitoring the variation of the full DD for any atidnal pieces of the biasing network as it is
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introduced in the unit cell geometry, allowing &tbe understanding of its frequency response. The
wide band-gap structure in [10_01_M] has been tdsedhe investigation since it allows an easier
observation of the spectral rearrangement of tleadteristic modes.

In the UC proposed in [10_01_M], the patch is lipecal shape, with the two symmetry axes
parallel to those of the square UC. In each UCerdwias are positioned off-axis, with nodes on a
two-dimensional nonuniform Cartesian lattice. Thenber of vias per UC is a variable and, together
with the patch dimensions, represents degreesetléirm for the design. The computer-aided design
(CAD) model for theNy = 2 case is presented in Fig. 39, with the leadingensions of the geometry.
With the emphasis on guided-wave applications,panbetal sheet is added to the unit cell, but for
better visualization, it has been removed in theDQAodel shown in Fig. 39. The circular-shaped
hollow vias, centered inx{, V.)i-1,» are described in terms of internal and exteradliirof the
metallization, which has a finite thickness. Beeaakthe small dimensions of the hollow cavity, the
resulting air-filled circular waveguide is alwaysldw cutoff. The characteristics for different vedu
of t, and forq=1.8 mm,p=2.25 mm, and for the symmetric case/6, —q/6). and (/6, ¢/6), are
summarized in the first three rows of Table 3, wehg[, andf..x denote the minimum propagation
frequency of the second mode and maximum propag&tguency of the first (fundamental) mode

over the entire DD.wg, = f_ —f . and f =0.5(f ,—f.,) denote the width and the central

frequency of the band-gap respectively.
Starting from the reference structure above, thdifitations incorporated to the CAD model and
represented in Fig. 40 are the following.

a=2.3 mm

N «——upper plane
& I g=1 imetallic patch

(b) (e) (d}

¥ T @)
rlrl()mmI ;,-J:}Hi;é i

ground plane

Fig. 39. Geometry with two vias positionedrig. 40. Evolution of the geometry: (a) slot arouhd
symmetrically with respect to the cent@left) CAD via, (b) slot and access CPW line, (c) final CPW
model with top metallic sheet removedright) configuration, and (d) finaCPW, configuration.
Dimensions.

Table 3. Characteristics of the reference configomgrows 1-3) and modified structure (rows 4-5)
t2 fmaz Smin wBaG

c
(GHz) (GHz) (GHz) (GHz)
0.1¢1 12.6139 | 35.8458 | 23.2319 | 24.2298
0.3%1 15.3796 | 31.2417 | 15.8621 | 23.3107
0.5¢; 16.0625 | 27.1765 | 11.1140 | 21.6195
0.5t1 + slot 14.4616 | 26.8267 | 12.3651 | 20.6442
0.5¢, 9.1653 | 12.6093 | 3.4439 | 10.8873
+slot + sh. line 22.2233 | 26.7882 | 4.5649 | 24.5058

1) The vias that need to be commanded are circuimescby slots (Fig. 40 (a)). The simplest case is a
circular slot around the base of the vias. The dti R, andR,; represent degrees of freedom that
can be considered for an optimization of the DDctBegular/elliptical shapes can also be considered.
2) A short CPW starting from the external rim oé ttircular slot towards the boundary of the UC in
Fig. 40 (b).

3) The other end of the previous CPW is conneabed second CPW going through the UC, and
orthogonal to the previous one (Fig. 40(c)). ThiaimCPW is connected to the voltage supply.
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Contrarily to the drawing in Fig. 40(c), where thmain CPW is parallel to (Fig. 39), denoted
hereafter by CPWin Fig. 40 (d) the BN has been rotated by 90 éegrnd the main line is parallel
to (configuration CPVyJ. Even if the UC has a square shape, the two gartions are different
because of the elliptic shape of the patch. Thmnregelow the ground plane is considered to be air.

One of the potential drawbacks of such a solutaié possible radiation from the CPW itself. The
problem of radiation of such structures has beediatl in the literature [fang 1999]. However,
because of the balanced structure, and of the s&mgolarity (only dc polarities are different), the
radiation is quite reduced. A second issue to kentanto account regards the symmetry breaking of
the geometry of the unit cell. Changing the unit geometry, without changing the EBG’s spatial
lattice dimensions, will not result in a differameducible Brillouin zone since the shape of thiser
depends only on the EBG grid. However, breakingutiiecell’'s symmetry may result in the necessity
to investigate wave propagation in the whole iradole Brillouin zone and not only on the triangle
given by the spectral direction vectdrsX, andM (for the considered rectangular unit cell) in oride
determine the complete band structure. This isagealso been addressed in, e.g., [noj_2008].
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Fig. 41. DDs for different steps of the design.dxitig from (a) to. (d) corresponds to the casesgn4®.

DDs of the geometries in Fig. 40 have been contpbate the / XM/ contour by commercial
software [CST_2011]. Corresponding results arentedan Fig. 41, and numerical values are given in
the last two rows of Table 3. The presence of tbelas no significant effect on the DD, as can be
observed when comparing the third and fourth row$dble 3. The DD of the configuration without
the slot (not reported) is quite similar to thatFig. 41 (a). The selection of the slot dimensiass,
Rn=0.25 mm andr,,=0.4 mm, has been essentially based on geometocasitraints. Since here we
are interested in the global effect, they wereamtimized to reach specific target values for thads

gap. The resonant frequentyof the slot can be computed by =c/4nR, 4./ » Wherec is the

speed of light in vacuunRR.eq is the arithmetic mean of the inner and outerira@ind & is the
effective dielectric constant. For the values cdexed, it results thdt[140 GHz, i.e., the resonance of
the concentrated, higQ-slot is far away from the upper edge of the baal-dts presence does not
affect the spectral arrangement of the modes invitiaity of the band-gap. The short CPW has a
much higher impact on the DD, as can be observeéign4l (b). The resonance of the short line
occurring inside the band-gap introduces an adwitionode, splitting the otherwise wide band-gap
into two narrower band-gaps with limits summarizadTable 3. This effect can be avoided by
changing the length of the line using, e.g., a(tiinparallel to the Cartesian axes) geometry, ipgsh
the resonance below or above the initial band-gae. through CPW introduces an additional TEM
mode with zero cutoff frequency, clearly presenthi@ DD in Fig. 41 (c). Consequently, the band-gap
disappears for the considered dimensions. Slowowndthe phase velocity on this line, the upper
limit of the mode can be decreased to a value beheviower limit of the initial band-gap. This che
obtained by periodic loading of the line itself, &iynple stubs, or the fishlike geometry studieddor
different application in [matek_2008].

In Fig. 41, another interesting phenomenon caodserved, namely some group velocities do not
vanish at the indicated limit§ andM for the irreducible Brillouin zone. This clearlgdicates that
anisotropy has been introduced when the symmettheofUC has been broken down as mentioned
earlier. This phenomenon requires further invetitgafor the full description of the propagation of
the EM waves in any direction inside the 2-D lattitf study of one-dimensional propagation only
(inside the 2-D periodic arrangement) is of intgresg.,x-direction in our case, anisotropy has no
meaning.
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The following step of our study extends the inigedton to the case when an active switch is
inserted across the slots, connecting the baséeolvia to the central conductor of the CPW, as
illustrated in the magnified Fig. 42. The prism ratsda diode in the “ON” state, while the absence of
the prism models the “OFF” state of the diode. @iee has been modeled as a rectangular metal
prism, i.e., a short circuit, when it is in the “ONtate, and as an air gap in the “OFF” state. The
simple model used for the diodes allows understandf the effect of the biasing network only. It is
expected that a more realis®.C model will slightly change the limits of the bagdps when they
are present.
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Fig. 42. Details of the connection between theibas Fig. 43. DDs for CPW(a) and CPVW/(b) cases with diode

line and via basefleft) top view and(right) bottom in "ON" state. Clear zone refers to thedirection
view. propagation.

DDs for both CPWand CPW configurations have been computed and report&gins. Because
of the above discussed anisotropy, only one-dinogasipropagation (alongtdirection) gives useful
results (X path). Anisotropy is clearly present. Comparingsth®D'’s to the results in Fig. 3, it can
be seen, that switch between the ON and OFF stdtéise diode corresponds to a change from
passband to stopband in the 20-28-GHz frequenay foarthe CPVY configuration.

The analysis we have just presented gives a dhasght on the effects of different parts of the
biasing on the DD of a periodic structure. The limktween each component and its effect allows
breaking down the overall geometry when optimizafior a specific application is required. Because
of the balanced configuration of the CPW, the sotuexhibits low radiation leakage. For a specific
design, the issue has to be carefully considened,fall 2-D DD must be computed that takes into
account the introduced anisotropy. While the predasolution allows individual control of the UCs
for 1-D structure, for 2-D extension, row-by-rowntm| can be achieved.

The use of materials with various constitutivegpagters in the construction of waveguides based
on metamaterials is also an important issue foriatunzation, scaling and field confinement
[park_01]. This problem has been tackled in [11 MD Materials with a wide range of dielectric
constants have been realized, either from cerapnibg arrangements of layers of different substance
[siev_05, lim_05]. However, the construction of s materials with various permeabilities, this
latter being an important factor for equalizatidrelectric and magnetic stored energy, is a muctemo
difficult task [ark_01]. The solution also reliea mnetamaterials, by incorporating electrically dmal
inductors, split-ring resonators or wires in diglecmaterials. If randomly arranged, the effective
permeability has a scalar characteristic, othervaisesotropy occurs. The problem has also been
approached in view of photonic applications, anthwhe fast developing technology, 3D optical
magnetic materials are expected to be feasibleeiméar future [matek_09].

The use of magnetic materials in advanced magsetitches, or controlled drug delivery are
examples from other fields, where such materiad their applications. Applications to sensors has
also been investigated in [zhang_09]. However,ufe of such materials at high frequency, e.g. X
band, is still a challenging operation. Some enaging results have been recently published on this
issue.

We have realized a study of the dispersion charatits relative to a PPW unit cell with one of
the conductor plates being substituted by a metmahtThe structure presents no symmetry planes,
resulting in a strong anisotropic medium for thegagation. The frequency response of the structure
when the space between the two walls is filled dgslless magnetic materials has been found by
simulation.
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Nevertheless the aforementioned anisotropic behbavthe frequency responses are described by
the DDs on thé XMT border of the first irreducible Brillouin zone bbyeans of the CST. The values
of electromagnetic band-gap (EBG) positions andhgi@dbtained in this way are conservative, as we
are interested mainly on waves propagating aloagtsitivex direction (Fig. 44). However, the DDs
for the whole first zone provide a better insigitbithe structure properties, even if the geometss
not present the required symmetries such that tb&se completely characterize the device for the
whole zone, but only for th€X portion. As the best of our knowledge, similaudges are only
sporadically present in the literature.

The CAD model of the unit cell of the metamatebhabed PPW is presented in Fig. 44. The unit
cell is square shaped with a side of 2.5 mm. Thetanetal ground plane is separated from the patch
plane, situated,=1.8 mm above, by a dielectric, non-magnetic makevith a dielectric constant of
& su=3.5. The elliptically shaped patch with axes @52and 1.8 mm, is connected to the ground plane
by two hollow, metalized vias of radii 0.1 mm. Tbasitions of the vias are symmetric with respect to
the center of the unit cell and are at 1/6 of #ragths of the patch in the considered directions.

ts,up Iy

+— ts,ub £r,sub

Fig. 44. CAD model of the unit cell.

The use of elliptical shape patch has been coreidénsofar it represents an additional degree of
freedom with respect to the circular one, maybeentbifused in applications. Moreover, the rounded
shape without corners reduces the presence ofrdisadies of the current on the radiator. As foe t
choice of the position of the vias, in some presiowestigations [10_01_M, 10_02_M] it results that
such values can give reasonable results.

A dielectric layer, of thickness,;=0.18 mm, characterized by a dielectric consgi@ind relative
permeabilityy,, is inserted in between the patch plane and tiperumetal plane, which has been
removed in Fig. 44 in order to improve visibility. our study, we have considered different valwes f
these two material parameters. The patch is coededot the upper planes by a metal pin of radius
0.1 mm.

The DD of the presented structure have been cardpattwo different situations: firstly when the
top layer has a permittivitg,=1 and permeability equal 1¢=1 and tou,=2 respectively. Results are
reported in Fig. 45 (a) and (b). In the second stigation the top layer has had a permittigty3.5
(similar to the bottom layer) and a permeability=3 (Fig. 46). The first situation allows for
demonstrating the impact of the variation of thengeability. As it may be noticed by examination of
Fig. 35, two EBGs are present. EBG1, which stadsifzero frequency, is explained by the DC path
between the ground plane and the patch plane, VBRG2 is characteristic for such structures
[siev_99, tav_07]. The first mode of propagation cisnfined by the patch surface. The pins
concentrate the magnetic field (and the surfacesot); as shown in Fig. 47.
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Fig. 45. DD for the structure in Fig. 1: (§=1, x=1; (b) =1, u,=2.

Furthermore, the group velocity of waves carrigdhe first mode is almost constant and has a

small value. The second situatiag=3.5,.,=3) is a better choice for a more compact mechhnica
structure. By examining the DD in Fig. 46, one dbes$ two EBGs are present again.
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Fig. 46. DD for the structure in Fig. £=3.5, 4,=3.

In the next phase of the analysis, the relativenpability of the upper dielectric material has been
varied from 1 to 6 with a step of 1, consideringqistant value for the dielectric constants of the
material equal t&=3.5. The corresponding positions and width of BB{s have been determined
and reported in Fig. 48.

In Fig. 45, EBGL is defined by the minimum frequen€ the first mode, while the limits of EBG2
are defined by the maximum frequency of mode 1 miimum frequency of mode 2. Since all
aforementioned values are in tii&X segment, the limits of the EBGs are those relativeahe
propagation along direction. The lower EBG is large (more than 20 zZpHor low values of
permeability, while the upper EBG is more than 7zGHhe pass-band in between the two EBGs is
minimum between 1%,<2, when the frequency limits are the highest. Afitat point, the frequency
limits decrease monotonically wigh. However, the highest frequency limit decreasewst that the

lower and intermediate ones, so that EBG1 is smalled EBG2 is larger for high values of
permeability.
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Fig. 48. EBG limits versus relative permeability of
the upper dielectric material with=3.5.

The results of this study concerned the modificatf the frequency response of a PPW built in
metamaterial technology when one of the dielectniostrates’ entering its composition is replaced by
a lossless magnetic material. The EBG structurebbas discussed and it has been demonstrated that
it is sensitive to changes in the relative perméglof the material. The preliminary results ofrou
investigation show that this is another structunattmay be efficiently used in sensor and
measurement applications.

We proposed a multiband passive filter in the mi@aee frequency range based on a strip-line
technology metamaterial with rectangular, hollowtchas and two vias [11_04_M]. The pattern
impressed inside the unit cell has a novel strecintroducing three electromagnetic band gaps
ranging across of the first six modes of operatibne relatively large band-gaps, allowing to be
controlled by the geometrical and material paramseté the unit cell, recommend the structure for
applications as band-pass, band-stop or multi-bidtet or in sensor related applications. The
structure is also fit for construction of switchallevices.

Our goal has been devising a patterned surfaceamded dielectric board having several EBG's
in between the first modes of operation. A solutionthe unit cell that satisfies these constraists
reported in Fig. 49 (a) — top view and Fig. 49.{®ide view. The unit cell is square and it camgai
like the "mushroom" structure, a square shapedagmaitch, connected to the ground plane through a
grounding via. The via is in an eccentric positialipwing for an additional degree of freedom ie th
design. The central patch is surrounded by a netin, with sides parallel to those of the urati ¢
and having a via in a position that can also béedain order to gain further design flexibility. &h
patterned surface is obtained by 2D periodic répatbf the unit cell, Fig. 49 (c).
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The frequency related properties of the structufeg. 49 have been tested by constructing the DD
on the boundary of the first irreducible Brillouirone in the wave-number space. We have
concentrated on propagation along thexis only, Fig. 49. The geometric dimensions weeheghosen
for the first experiment have bedh=D,=2.5 mm,a=0.35 mmb=0.6 mm,c=1.1 mm,t;=1.6 mm and
t,=0.1t;. The vias, having equal radii=0.1 mm, have been positioned at (-0.15 mm,0) and
(0.85 mm,0) respectively. The relative dielectonstant of the substrate has been chosen=&5.

y Upper plane (Cu)
D/2 .
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&2

' %gg888883
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Fig. 50. DD for the cas@=0.35mm
Fig. 49. (a) Basic cell: top view. (b) Side view) HIS. andt,=0.1t;.Inset: CAD model
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We have tested the closed structure, which isirdddaby placing a metallic plane at a distance
t,=0.1t; above the open structure and clearly indicatedbémel-stop properties of the surface. Closed
structures, which may be assimilated to inhomogesguarallel plate wave guides, find applications
in various fields. For the beginning, we assume e space in between the patch plane and the uppe
metallic plane is filled with airs,=&, i.e. §.,=1, Fig. 49 (b).

The DD obtained by simulation, featuring the fiegght propagation modes, is reported in Fig. 50.

Normalized wave-numbek, D, :i_”DX’ ranging between O and corresponding to théX edge of

the first Brillouin zone, is displayed on the horital axis. The light line and the CAD model arsoal
shown on Fig. 50. The patterned structure feattmee EBG's, in between the first and the second
mode, the second and the third and in betweeniftiheaind the sixth. The frequency ranges of the
aforementioned band-gaps in GHz are [6.67; 11[88],28.79] and [44.17;46.18] respectively. The
EBG widths are 5.22, 13.79 and 2.01 GHz respegtivéV/e also mention that all of the three band-
gaps present partially bounded wave operationamesguseful for filter application. The above
observation is more relevant for open structure re/h@diation is possible, but it allows better
understanding of the physics of the propagatiothefelectromagnetic field. Furthermore, we note the
flatness of the second mode. It is an effect afraped resonator internal to the unit cell, whicleslo
not feel, or feel in a weak manner the externalogér boundary condition. Similar behavior has been
observed in other comparable situations. Herenthde feels the external boundary conditions in a
weak manner, due to presence of the vias whicle&ser the mutual coupling between adjacent cells.

In this way, the initial goal of finding a multalbd patterned surface with a simple pattern etched
on the unit cell has been achieved. Next we foltbevinfluence of some geometrical parameters on
the positions and widths of the EBG's.

We have considered some variations of the streciiine first parameter we have varied has been
the dimensiora of the central patch, Fig. 49 (a), by considefiivg equidistant points between 0.3
and 0.5 mm. The variations of the limit frequenaiessus the design paramedeare presented in Fig.
51. An EBG is comprised in between two curves iatdid by the same type of markers. While the
lower limit of the first EBG, the upper limit of ¢hsecond EBG and both limits of the third EBG
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remain approximately constant, the upper limithef first EBG and the lower limit of the second vary
almost linearly, allowing for a convenient desidie second EBG becomes particularly large for
a=0.5 mm: 15.73 GHz, between 11.94 and 27.67 GH20(7& 86.5% if the central frequency is
considered as the geometric mean of the limits).
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Fig. 51. Variation of EBG's versus the dimens@of

the central patches. The limits of BBG are indicate
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The simulation results on the influence of theapaatett, are listed in Table 4. The widtisof the
EBG's diminish whert, increases. This is an expected behavior, simdathat exhibited by the
"mushroom" structure. However, a larger valud,a6 necessary when additional electronic lumped
components have to be mounted on the patch plaosdér to accomplish various functions, such as
additional filtering or control.

Table 4. Limits and widths of the EBG's for variqaesitions of the upper metallic plane.

fml

fMl

fo

WEBGL fmz WEBa2 fra fma WEBG3

[GHZ] [GHZ] [GHZ] [GHZ] [GHZ] [GHZ] [GHZz] | [GHz] | [GHZ]
t,=0.5; 8.17 11.97 3.80 17.99 21.15 3.16 44 .50 45|54 1.04
t,=0.3; 7.84 12.22 4.39 17.47 24,59 7.13 44.34 46/89 2.65
t,=0.1t; 6.67 11.88 5.22 15.00 28.74 13.79 44.17 46,18 2,01

Results obtained by considering the original dinmnss listed in above but various positions of
vias are presented in Table 5. The first row inl@d&bcorresponds to the DD in Fig. 50 and has been
added for comparison. The limits and widths of B&G's can be modified by 1..2 GHz. This is not
very much, however it is significant and can beduse some kind of "fine tuning".

The PBG surface we have proposed may find apphicatin multiband, wideband, microstrip
filters and in sensor applications.

Table 5. Limits and widths of the EBG's for variqaasitions of the vias.

via 1

via 2

fml

fMl

WegaG1 fz fuz Wese fs fua WegGs
[mm] [mm] [GHz] | [GHZz] | [GHZz] | [GHZz] | [GHZ] [GHZ] [GHz] | [GHz] | [GHZ]
(-0.15,0)| (0.85,0 6.67 11.88 5.22 15.00 28.79 3.7 44.17 46.18 2.01
(0,0.15) | (0.85,0 6.71 12.17 5.45 15.1)7 28.17 12.99 44.49 46.27 1.78
(0.15,0) | (0.85,0 6.77 12.77 6.00 15.62 27.29 11.67 44.19 46.05 1.86
(-0.15,0)| (0.85,0.5) 6.60 11.60 5.00 14.97 29.20 14.21 45.53 46.34 0,81
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The structure introduced in [11_04_M] has beernhtir investigated due to its properties with
potential applications in fixed and switchabledfiihg [11_ 05 M]. The investigation detailed in the
following regards the effect of the variation oéttielectric constant of the upper, thinner layeis
expected that a small change in the material paemeeflects in a highly sensible manner, allowing
the construction of selective filters or sensorhwidvanced performances.

In a practical realization, dielectrics presenttlie device can be chosen from a wide range of
materials with various dielectric constants. In esrdo simplify the analysis, here the dielectric
constant of the bottom layer has been maintainedtaat, and only that of the top layer has been
varied. In particular, the dielectric constant lné iower layer has been fixed £43=3.5, while that of
the upper layer has been scanned in the intergad ft to 13. This quite large variation allows for
individuating frequency ranges where the behavibthe structure excited with electromagnetic
signals exhibits abrupt changes, if any. Furtheenknowledge of the behavior on large frequency
ranges is useful in the design of wideband sunfamee launchers.

DD's for integer values of, between 1 and 13 and also &y=5,=3.5 have been calculated as
shown above, for positive wave-numbers correspandlinpropagation along the direction. The
DD's for the bounds of the interval are reportefigs. 52 and 53.

The light lines (LL's), also represented on FE&.and 53, mark the difference between slow and
fast waves. Fast waves are evanescent in the daepea structures and may be used for the
construction of leaky wave antennas [rogers 05]e Bituation is however different in closed
structures. The slopes of the LL's have been cledlrelying on the effective dielectric constant

+
gr,eff :% (l)
14 2
‘grl £r2
which corresponds to a PPW with the two layersieledtric, but without patches and subject to
magnetic rather than periodic conditions on theridtwalls. Therefore, this choice is appropriate f
the quasi TEM fundamental mode.
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Fig. 54. Variation of the effective dielectricreztant

versus the dielectric constant of the upper lagedifferent Fig. 55.  Maximum (solid line) and minimum
ratiost,/t, (dotted line) frequencies of modes versus dielectri

constant of the upper layer.

The corresponding values of the effective dieleatonstant for two different ratios between the
thicknesses of the layers, 0.1 and 0.3 respectieeé/ reported in Fig. 54. A further observatioatth
can be made based on the reported data regardatynleic of the effective value of the resulting
dielectric constant, i.e. the lower the ratio, thgher is the excursion of the effective value lué t
dielectric constant. The higher variation enricties possible application range, and demonstrates th
statement in the previous section on the perforemo€the EBG characteristics.

Since the dielectric constants of the upper ameetdayer are different in general, the structure
cannot support a TEM fundamental mode, but it dagsport a quasi TEM one. An exception is the
case §1=&,, also considered in simulations, when the midgiatgh) layer is surrounded by a
homogeneous dielectric and when a TEM fundamentalenmay be supported. Investigation around
this point has been deepened.

The structure we have introduced present DD's mclEBG's: 4 forg, =1 and 6 forg,=13
respectively. The number of EBG's for the resthef ¢ases is in between these two values. The EBG
limits have been calculated by the difference betwthe minimum frequency of the upper mode
fminne1 @nd the maximum frequency of the lower dpg, The variations of these quantities versys
for the relevant modes are represented in Figrégardless of the fact that an EBG exists or not fo
the particular value of;,. An EBG exists ifin 1> fnaxn

The EBG's present in all situations and situateckgions of slow waves are in between modes 1
and 2 and modes 2 and 3 respectively. All curve® Ismilar shapes. Central frequency and band
width decreases when the dielectric constant ofdhdayer increases.

As shown above, the obtained results have potapications in multi-band planar filter design
and in sensor devising.

In[11_09 M] we have proposed a filter built witHattice entering the construction of a PPW and
having three or four EBGs. We have considered sévariations for the unit cell geometry and have
chosen the one that provides the largest EBGs. &Ve tietermined the positions in frequency of the
EBGs and studied the variations of these positidmasn the dielectric filling the wave guide was
changed.

The design of the unit cell and the CAD modelshef structures we have considered are reported
in Fig. 56. In the CAD models, the upper metal plamtering the structure of the PPW has been
removed for a better visualization. The unit celbgquare shaped, with dimensi@sD,=2.5 mm and
it is composed, from bottom to top, of a metal (gd) plane, a material with dielectric constant
&:=3.5 and heighh;=1.8 mm, a patch plane (the patches are etchedeimpper copper plane of a
microstrip board), another material of dielectrimstants, and heighth,=0.1h;, and the removed
upper metal plane.
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The patch pattern of the unit cell comprises thmsetangular, concentric shapes, with parallel
sides. The inner shape is connected to the grolarmk ghrough a metalized via,VThe two other
patches are hollow. The outer one is connectedegtound plane through two metalized vigsavid
V. All vias have radii of 0.1 mm.

Fig. 56. Design of the unit cell and CAD modelgé¢thand two vias).

The dimensions of the patches result from theo¥dgtg coordinates of the points represented in
Fig. 1 with respect to the reference sys@mryz(all values are in mm): A(0.35;0.75), B(0.55;0,85)
C(0.65;0.95), D(0.75;1.05), E(1.15;1.15) and obslipu-(1.125;1.125). The positions of the vias are
given by V4(0.95;0), \4(0;0) and \4(—0.95;0).

The DD of this structure, with the above presemedmetric parameters, is reported in Fig. 57 (a).
The frequencies of the first seven modes are repted versus the normalized wavenumber
corresponding to propagation in tRedirection, k,D,, which ranges between 0 amd The straight,
oblique line is the light line (LL) corresponding {1). The LL separates slow waves from fast waves.
In the case of open structures (upper metal plaserd), fast waves are leaky.

The DD in Fig. 57 (a) shows the existence of tHE8&s, between modes 1 - 2,2 -3 and 3 -4
respectively, of which the middle one is quite &rgpprox. 10 GHz. Nevertheless the lower one is
narrower than we would like, the possibility of aioing three EBGs has been demonstrated.

The result of an attempt to obtain a better rebyliowering the space between the inner patch and
the middle one, by moving A to (0.45;0.75) and kegphe symmetries is reported in Fig. 57 (b). The
situation has not improved: the main influencehef thodification being at the higher order modes.

Another alteration of the original idea has bemimeimove one of the vias. The DD corresponding
to the unit cell of Fig. 56 with via Mremoved is presented in Fig. 57 (c) and this tingelower EBG
has resulted large enough. Consequently, we hasealthis solution as final.

One parameter that may be considered being mddifiethe presented design is the dielectric
constants,, of the upper material. As shown above, unlike netignones, low-loss materials with a
wide range of dielectric constants are readily lakéé. The interest in using higher dielectric
constants stems from possibilities of scaling, tele@nergy concentration and miniaturization, as
higher dielectric constants reduce wavelength. Msexample, the DD for the presented structure but
with an upper dielectric layer witg,=5 is reported in Fig. 57 (d). As expected, thee¢hEBGs
occupy now lower positions in the frequency domaingd the second and third EBGs are wider.
Furthermore, a fourth, narrow EBG has appeareddstwnodes 4 and 5.

The variations of the frequency limits that defihe EBG versus the dielectric constant of the
upper layer are represented in Fig. 58. We havetddrby fmin and fmax the minim and maximum
frequencies of modeandj respectively.
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A novel geometry of unit cells relying on printesthnology and featuring full DD exhibiting an
unusual large number of electromagnetic band-gap&E) has been proposed in [12_02_M]. The
printed patch consisted of a filter like geomeingandered around the symmetry center of the unit
cell and has been connected to the ground plarnierbg collinear vias, locally increasing the |loagdi
inductances; the multiple resonances the struexinébits determined the limits of the band-gaps. In
particular, as many as seven EBGs have been ptoweqist in between every two consecutive modes
from the first eight ones in the case of one diometl propagation. The same phenomenon has been
attested for 2D propagation, where four EBGs haenltproven to exist between the first five modes
in the case of arbitrary directed propagation ia thain plane of the structure. The 2D scanning
required for building up the full DDs has been imsd by computer simulation with dedicated
software - CST. The small differences in band brietween the 1- and 2-D cases reflect small
amount of anisotropy, since in the present studysymmetry of geometry has been approximately
maintained. The wide range of mono-modal behavemommends the structure for applications
requiring selective filtering, e.g. direct incorption into antenna feeders. As of the best of the
authors' knowledge, geometries with similar eleotignetic properties have not been reported in the
scientific literature up to the time of the pubtica of the [12_02_M].

A novel structure that consists of a patternedioge surface impressed on one side of a single-
layer, grounded dielectric board and connectethi¢agtound plane by three vias has been considered.
The patterned surface is covered with a second Eydielectric material, metallized on the oppesit
side to the interface where the periodic pattepostioned.

The geometry with corresponding dimensions ofabmesidered unit cell is presented in Fig. 59,
where the upper metal plane has been removeddt®ager rendering. The grounded dielectric layer,
of heighth;=1.6 mm, has a dielectric constaqt=3.5. The shape of the unit cell is square in the
horizontal planed,=d,=2.5 mm. (These dimensions have been consideredldstration purpose
only, without targeting any particular applicatianthis point.) Extending the square shape of ttie u
cell to a rectangular one corresponds to introdu@n additional degree of freedom that can be
efficiently exploited if properly considered. Theatph is of spiral shape, facilitating multiple
resonances; it is composed of several rectangulapatches, whose dimensions are listed in Table 6,
according to the numbering in Fig. 59.

Table 6. Sub-patch dimensions

Sub-patch| x limits [mm] | y limits [mm]
1 -0.35; 0.35 -0.75; 0.75
2 0.25; 0.35 -0.85; -0.7%
3 -0.55;0.35| -0.95; -0.8%
4 -0.65; -0.55| -0.95; 0.95
5 -0.55; 0.55 0.85; 0.95
6 0.55; 0.65 -1.05; 0.95
7 -0.75;0.65| -1.15;-1.0%
8 -1.15;-0.75| -1.15;1.15
9 -0.75; 0.75 1.05; 1.15
10 0.75; 1.15 -1.15; 1.15

Looking at the geometry from a different pointvidw, the metallization, previously called patch,
can be seen as a meandered sequence of a finiteenaitransmission lines with different lengths
and widths: such an approach better accounts éopthsence of multiple resonances. One notes that
the meandering and 2D periodicity change the cogptietween the various parts of the resonators
with respect to the linear arrangement and, coresgty the resonance frequencies.

Because of the presence of the two closing contisumetallic plates, the patch prevalently acts as
a parallel-plate capacitance. In the periodic ayeament, the coupling between the various cells is
mainly capacitive [siev_99, rogers_05]; hence amaat behavior is quite difficult to be reached
because of the very low inductance present in dimguration. On the other hand, it has been shown
that an inductive behavior can be augmented bygusgias [rogers_05]. Therefore, three collinearly
positioned vias, each of radius0.1 mm, have been added to the initial planaripatbe vias are
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located parallel to the axis along the mid-line and at the centers ofsthie-patches as shown in Fig.
59 and connect the patch to the ground plane. ihges collinear, equi-space disposition of the vias
has been chosen mainly to reduce the complexity:sgatial arrangement of such reactive loads
represents a further degree of freedom for appdicadriven design. Results reported below
demonstrate that the inductive loading remainseggiinilar if vias are moved along thexis, but this
placement alters the symmetry of the unit cell.

The increased number of vias with respect to alusmashroom” configuration will result to be
responsible for achieving a large number of EBGs.fdct, simulations (not shown) we have
performed with only two vias present have resuitted lower number of EBGs

We note, that a similar kind of configuration leso been considered in [kam_08] - explicitly a
spiral-based, inductance-enhanced structure, wijthteh featuring varying metallization bandwidth,
connected to the ground plane through a central ¥ia a different application, namely multichip
module packages. Consequently, the authors ofitheé eference have been interested in the lower
frequency band behavior of the device. Although thmt cell consudered in [kam_08] is not
symmetric, the existence of two EBGs between ttst finree modes on tieXM T border of the first
irreducible Brillouin zone has been demonstratadbur case, we have increased the number of vias,
in order to enhance the inductive character ofsthecture at higher frequencies and used a differen
pattern for the metallization. Furthermore, we ed&id both 1D DDs for waves propagating along
thex direction and 2D DDs for waves propagating in emteary direction, this latter extension being
motivated by the lack of symmetry of the unit cell.
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Fig. 60 1D dispersion diagram, the first ei
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Fig. 59 Unit cell: CAD model (top), pat
with numbered sulpatch decompositic
(bottom)

In the numerical analysis, the characteristickefupper layer (indicated by subscript 2 in F@), 5
i.e. height and, have been taken as parameters. In particulagjgintt,=0.1t; has been considered
since it has been previously demonstrated thatiarantees a broad-band performance [rogers_05].
The relative dielectric constarg, has been varied, and results for two differentuesl of this
parameter are presented below.

The DD corresponding to the first eight proper nedéthe periodic structure with the unit cell of
Fig. 59, for a value;,=10 of the dielectric constant of the upper digledayer is reported in Fig. 60.
The diagram has been computed along 21 equi-spamiets between 4°5and 175.%5 and the

a7



result has been spline interpolated.

Only waves propagating along thelirection (according to the reference frame shaowfig. 59)
have been considered. The horizontal axis represti@ normalized wavenumbekgd, and the
vertical axis represents the corresponding modegiéncies. The light line (LL), separating slow and
fast modes, and corresponding to propagation oheplavaves through an effective medium
characterized by (1) is also represented on Fig.BE®Gs are considered to spread between the
maximum frequency of modedenotedy;, and the minimum frequency of moidel, denoted,, ;1.

By inspection of Fig. 60, existence of EBGs betweegry two consecutive modes can be observed.
The flat, quasi phase independent dispersion sureerespond to high Q resonators, which can be
represented by pairs of capacitances and indudahe¢ are internal to the unit cell. The limitdan
widths of the EBGs are reported in Table 7, togethi¢h similar results corresponding to the case
when the leftmost via in Fig. 59 is shifted alohg hegativey axis by 0.55 mm. Such a shift is an
example of parameterization of the structure.

Table 7. Limits and widths of EBGSs: propagatiomg® axis

i fu. [GHZ] foie [GHZ] EBG Width [GHZ]
1 7.68 (7.69) 10.20 (10.12) 2.52 (2.43)

2 11.28 (10.34) 13.03 (13.17) 1.75 (2.83)
3 13.39 (13.45) 17.76 (17.53) 4.37 (4.08)
4 17.80 (17.86) 24.04 (23.60) 6.24 (5.74)
5 25.23 (25.01) 29.53 (29.47) 4.30 (4.46)
6 31.44 (31.39) 32.05 (34.57) 0.61 (3.18)
7 37.41 (37.75) 38.26 (38.12) 0.85 (0.37)

*) Values in parentheses correspond to the shitesition of the first via

One can further note that every single pass-bardkimed by a single mode, i.e. a very large
frequency band of mono-modal characteristics @ $tructure can be efficiently exploited for
dispersion engineering applications, e.g. selfwraition [matt 07], super lens, super prisms
[enoch_03] and propagation control [notomi_00].

The next considered problem has been finding winétine property, namely the existence of a large
number of EBGs, extends to waves propagating atdhgr directions. The patch in Fig. 59 is not
symmetrical with respect to eitheory axis, although the lack of symmetry is quite remtiic

Nevertheless, we considered that a simple evaluatiche DD along a spectral triangle, such as
FXMT, is not sufficient and proceeded to a full 2D @gation analysis. Since the procedure of
calculating the DD is computationally extremely ¢imonsuming, the analysis is restricted to the
determination of the first five modes. This chogearantees a shorter computational time, since the
mesh required for the lower frequency charactedras less dense with respect to the previous.case
For this second set of investigations, a valugsf30 has been considered, which in turn increases th
discretization details, i.e. number of mesh céllse DD has been calculated on a24 points grid,
between -172%and 172.% on both thex andy directions.The result is reported in Fig. 61. The
lowest, highlighted triangular contour is the spactone referred above. Its projections on the
frequency surfaces are also represented.

Again EBGs may be observed between every two catiseanodes; the limits and widths of these
EBGs are listed in Table 8, while the correspondingts on thel X line are reported in Table 9
allowing a quantitative comparison of the band téntietween the 1- and 2-D characterizations. As it
can be observed, the difference between the minirmoch maximum values of the boundaries are
quite similar, at least for the first three modasslear indicator of the low anisotropy. Secondly,
comparing the data in Tabels 7 and 9, one canthatehe increase of the relative dielectric camsta
from 10 to 30 reflects in narrower band-gaps.

We also note that the fundamental mode of the densd structure is TEM, i.e. with zero cut-off,
with a relatively large band-width, not allowingetmitigation of low frequency noise. Modificatioh o
the geometrical and material parameters, similtolghe solution presented in [12_01_M], allows
finding appropriate structures for this applicatidvioreover, we note that the presented passive
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structure allows for insertion of active devicesisimilar manner as recently discussed in [11_(J1_M

Table 8. Limits and widths of EBGs: arbitrary prgp#on.

i | fu; [GHZ] | fmses [GHZ] | EBG Width [GHZ]
1| 7.44 9.68 2.24
2| 10.92 12.65 1.73
3] 13.09 17.17 4.08
4| 17.84 23.31 5.47

Table 9. Limits and widths of EBGs: second expeninpropagation along axis.

i | fwi [GHZ] | fmi1 [GHZ] | EBG Width [GHZ]
1] 729 9.85 2.56
2| 1092 12.65 1.73
3| 13.07 17.17 4.10
4| 17.30 23.31 6.01
30
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W20~
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Fig. 61. 2D dispersion diagram, the first five mede

If different values of geometrical or material aueters are chosen, the DDs are expected to look
different from the reported ones. This fact will éeloited in the future, after carrying out paratce
studies (and by taking into consideration otherreeg of freedom), for multi-band filter designttha
fits requirements of various applications. Anottigection for applications is in the field of disp®mn
engineering, by taking advantage of the shapee2ih DD.
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C. Switched Surfaces

In order to obtain switched patterned surfacesstednic control elements have to be introduced for
altering the geometry. We have tested various g&dseof the patches in order to devise EBG
structures with convenient switched frequency priogse

A parametric study of a high impedance surfacé lmumicrostrip technology is reported and the
feasibility of an electronically switched paralf@hte waveguide is demonstrated in [10_03_M]. Full
wave electromagnetic simulation is used for obtaynelevant parameters and for operation
demonstration.

The geometry of the unit cell is presented in F&j (a) and (b). The dimensions we used have
been:D,=D,=2.5 mm,p=2.25 mmt;=1.6 mm,t,=0.%;. The internal radii of the two vias have been set
to r=0.1 mm. In order to electrically separate the Ipgilane and the ground plane, slots have been
inserted around the vias in the ground plane witierior radii of 0.25 mm and exterior radii of
0.4 mm. The dielectric constant of the microstupsrate has been set4p=3.5, while the space in
between the board and the upper plane is filleth @it facilitating the insertion of the diodes. The

HIS, obtained by the periodic repetition of thetwsll, is presented in Fig. 62 (c), where the dind
have not been drawn.

y
D,/2 T

Upper plang(Cu)
Y

Via 2 &0 t

\ ! rﬂ— (b)
& Slot 7 |
l Patch t1
R N A

Lower plane (Cu)

©

Fig. 62. (a) Basic cell: top view. (b) Side view) HIS.

In order to gain some insight on the propertieshefunderlying HIS, the DD has been found by
electromagnetic simulation (as shown above) andesalt is reported in Fig. 63. The diodes andsslot
were not present in this experiment and the fivet modes have been considered. The light lines are
also represented in Fig. 63 and the EBG is indi;dtetween modes 1 and 2. The obtained limits of
the EBG have been [16.09; 27.18] GHz, resulting idttwof 11.11 GHz. If only modes having
frequencies below the frequency corresponding ® lipht line for the same wave-numbers are
considered, then the upper limit of the EBG extetadabout 30 GHz. However, we have chosen to
consider a global EBG, regardless of the slow sir ¢aaracter of the waves.

A second simulation involved the influence of tech dimension on the characteristics of the
EBG. Theq dimension of the patch has been kept constagt=t.8 mm, while thep dimension has

been varied by considering six equidistant poimsveen 1.5 and 2.25 mm. The positions of the vias
vary with respect to the cell, but their relativesitions with respect to the patch do not. Theltesu
are reported in Figs. 64 and 65, parameterizethteetvalues for the radius of the vias.

The simulations have been performed only forliXeedge of the Brillouin zone, so that results
apply for waves propagating along thdirection. As Fig. 64 shows, the maximum valuehef EBG
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width is obtained for the circular configuratiar b=1.8 mm, while the central frequency decreases
with the increase oh.

Frequency [GHz]
Band Gap Width [GHz]

—6—1r=0.20mm

r=0.15 mm

12+ +!=D1Umm

1.5 1.6 17 1.8 1.9 2 21 22
Patch Dimension p [mm]

/OW"

10 °o

OI.o X
Fig. 63. DD for the HIS without slots and Fig. 64. EBG width in versus thepatch
diodes. The radii of the vias=0.2 mm. dimension.
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Fig. 65. Central frequency versus fhpatch Fig. 66 DD for the HIS modified by insertii
dimensiol. slots in the ground plane. Inset: CAD model

Such a behavior may be explained in terms of euitimodel [rogers_05]. Circuit models are
useful for predicting the EBG characteristics watltertain degree of approximation, but with a low
calculation complexity. Although finding such a nebds beyond our scope, some remarks may be
appropriate.

The model devised in [rogers_05] for PPW builthattlS with rectangular patches and central vias
is composed of two sections of transmission lind amnshuntLC branch circuit. The inductande
depends on the vias dimensions, while the capasif@ans determined by the overlapping surfaces of
the patch and upper metallic wall. Both parametiezend mainly on surfack:varies according to
a-In(a), a=m?/D} and does not depend pnwhile C decreases with? and increases with. In

our case, the mutual inductankkof the vias must also be taken into accobhidecreases whem
increases, as the distance between vias incrdagats dependence ammay be neglected [grov_73].
These variations explain the behavior of the EB@mpaters reported in Figs. 64 and 65.

The decrease in central frequency with the iner@ép is determined mainly by the increase of the
capacitance. Additionally, the presence of a marimalue for the EBG width may be foreseen if we
mentally extrapolate the graphs in Fig. 64. ped (no patch) the structure becomes a PPW with two
parallel layers of dielectric between two metaflianes, which clearly does not present an EBG. The
same situation occurs fpr2.25 mm, when adjacent patches are in contactrencbws of patches
become metallic strips between two metallic plafiérefore, the shapes of the curves in Fig. 64 are
explained once we know that EBGs exist for somelpdimension and so does the maximum.
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As we have already mentioned, some switching elsnmust be inserted in order to obtain a
tunable device. It is advisable to use the sametstre that has been relied upon for obtaining the
EBG in order to bias the devices; therefore, a iptessolution relies on the interruption of the DC
path between patches and ground. We have testexflinence of slots around the vias in the ground
plane. The CAD model of the considered structure®rted in the inset of Fig. 66, where the upper
metallic plane has been removed for illustratiomppses. On the corresponding DD represented in
Fig. 66, the presence of the EBG may be remarkédeam modes 2 and 3, covering the interval
[24.47; 27.41] GHz and having a total width of 2@z (a larger width by more than 100% is
obtained if only the region below the light lin@sthe DD is considered) . Then we have performed a
simulation of the case when diodes connect adjapettthes, as can be seen in the CAD model
reported in the inset of Fig. 67. The forward bthsdiodes are modeled as small metallic
parallelepipeds; when the diodes are not biaseg, dhe supposed to be absent in the CAD model. A
possible influence might be a slight increase m fiinge capacitance between patches in this case,
with the consequence of some modifications of tB&SPproperties.

Fig. 67. DD for HIS with slots and
diodes. Inset: CAD model.

Frequency [GHz]

When the diodes are biased, a direct metallic ection between patches exists, so that a new
propagation mode is introduced. As this is indéeddase can be seen form Fig. 67, where the DD is
reported. By comparing the DDs of the two stateshef diodes (Figs. 66 and 67), the new TEM
propagation mode can be observed. One can notahthgihase velocity of the additional mode is
equal to the speed of light, indicating that it ggates in the air-filled region. Therefore, depegd
of the bias, the surface is in one of two stateth or without EBG.

Some criticism may be addressed to the propogdehee The diodes bias is accomplished through
the plane containing the patches, so that diode#aa series connection, a solution with well know
drawbacks such as weak reliability and currenttéohiby one of the diodes if the current-voltage
characteristics are not matched. Neverthelessglibence of a biasing network makes the structure of
easy fabrication.

In this work, we have demonstrated the feasibdita new tuneable surface in a PPW, and the
proposed solution of easy manufacturing geometfiydthis requirement. Other solutions, involving
separate bias for each diode are presented below.

The HIS we have introduced in [10_05_M] preseetgesal EBG's, so it may be used as a multi-
band filter. If intended for use as a single filtdgre HIS may play the role of a band-pass or =iog-
filter. We have determined the position of the EBBY means of full-wave simulation in view of
finding the DD. We have been interested in the pgagpion properties of electromagnetic surface
waves along one of the directions parallel withgties of the patches, so that we have calculaged t
DD only for the/ X edge of the first irreducible Brillouin zone inetl2D wave-number space. This
corresponds to propagation along thdirection defined in Fig. 68. We have adaptedititeoduced
structure to a switched application.

The initial configuration of the HIS we have induced and tested is also presented in Fig. 68. The
following dimensions have been chosBr=D,=2.5 mm,a=0.35 mm=0.6 mm,c=1.1 mm and
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t;=1.6 mm. The vias have equal radii, of 0.1 mm aedcantered at points (-0.15 mm, 0) and

(0.85 mm, 0) respectively. This dimensions are kKeqtughout all the rest of the simulations, unless
specified differently. The structure is scalabldtst the results obtained here can be extrapotated
other dimensions and frequency bands. The dietextnstant of the substrate of the microstrip @rcu

board has been=3.5.

D,/2 yT Upper plan\(i (Cu)

t, Viil . Via 2

S Vo Bl
J | ejfr» BIEIE

Lower plane (Cu)

(b) (©

Fig. 68. (a) Basic cell: top view. (b) Side view) HIS.

The most interesting feature of the DD is the @nes of three EBG's, Fig. 69. The DD in Fig. 69,
featuring the first eight propagation modes, hasnbebtained for an air spate0.1;. Normalized

wave-numbersk, D, =i—” D, [rad] are represented on the horizontal axis. The CARlghof the
main period is reported in the inset of the figuwwéhout the upper metallic plane. The light lind.}
is also represented on Fig. 69.

We have repeated the experiment for two otheradigs between the patches and the upper
metallic planeit,=0.3; andt,=0.%;. The positions in frequency of the EBG's and thdulths are
reported in Table 10. While the widths of EBG1 &BIG2 diminish with the increase of the air layer
thickness, the width of EBG3 first increases, tdenreases. The behavior of EBG1 is consistent with
the prediction of circuit models devised for the @Bf the "mushroom” structure [siev_99]. The
behavior of higher frequencies EBG's need more istphted models in order to be predicted. This
may be subject of future work.

Table 10. Position and widths of the EBG's
t2=0.1t1 t2=0.3t1 t2=0.5t1
fa [GHZ] 6.67 7.84 8.17
fui [GHZ] 11.88 12.22 11.97
BW1 [GHZ] 5.22 4.39 3.80
fro [GHZ] 15.00 17.47 17.99
fuz [GHZ] 28.79 24.59 21.15
BW2 [GHZz] | 13.79 7.13 3.16
frs [GHZ] 44.17 44.34 44,50
fuz[GHZ] 46.18 46.89 45.54
BW3 [GHZ] 2.01 2.55 1.04

The graph of Fig. 69 indicates that the HIS behdkesa multi-band band-stop filter. It may also
be used as a band-pass filter e.g. in the ranfre@diencies in between the upper frequency of EBG1
and the lower frequency of EBG2.

Table 10 shows that favorable values for the EB@upaters are obtained fpe0.1t;, so that this
value should be used for simple filtering applicas. However, we intend to test the structure lier t
case when electronic components, such as diodesmaunted on the side of the board containing the
patches. Therefore, in the next simulations, thgelavaluet,=0.5; has been chosen.

The CAD model of the first variation we have caesed is reported in the inset of Fig. 70: we
have removed one of the sides of the shape thaduus the patch. The DD is presented in Fig. 70.
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Only two EBG's are present. The first one is in thage [8.30 11.58] GHz, having a width of
3.28 GHz and the second one occupies the frequempe [18.31 21.07] GHz having a width of
2.76 GHz. By comparing these values with the lagiran of Table 10, we see that the parameters of
the EBG's have been modified. This result shoulteHzeen expected, as both the fringe capacitance
between patches and the capacitances between titte plane and the metallic planes have been
modified.
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Fig. 70. DD — lower metallic patch removed.
Fig. 69. DD for the basic structure.

The next two experiments involve the influencehed second via on the DD. The CAD model in
the inset of Fig. 71 shows the absence of the seu@combined with an extension of the hollow
patch up to the sides of the unit cell, teD,/2. The consequence on the DD, presented in the sam
figure, is the disappearance of the EBGs, causeithdexistence of a direct metallic path along the
middle layer of the structure, which give rise td M mode. If however the old value ofis used
(the patch surrounding the central on not extendedd) EBGs are obtained (Fig. 72): [17.84,
21.02] GHz (3.17 GHz width) and [44.82, 45.50] G868 GHz width). This result will be used for
devising a switched surface.

Finally some modifications less extended in thacspof the unit cell have been tested: two small
patches placed as shown in the insets of Figsnd¥4. The patches are 0.1 mm wide alongytheis
and have a length of 0.3 mm parallel to haxis. They are placed along the symmetry axishef t
initial patches in the first case, while the secamdall patched is displaced by —0.5 mm in the
direction in the second case. Another distinctitams from the fact that the second via has not been
considered in the first situation and it is presenthe second one. The EBG in the DD of Fig. 73 is
between [33.10, 36.63] GHz, having a width of 5&3z. The EBGs in Fig. 74 are [7.95, 11.84] GHz
(3.89 GHz width); [17.93, 21.15] GHz (3.22 GHz whijitand [44.57, 45.52] GHz (0.95 GHz width,
not represented explicitly in the figure).

The simulation results presented above show #haide range of HISs with various parameters of
the EBGs may be constructed with minor modificatiarh the original structure. A special attention
worth the structures in Figs. 72 and 73. The spalithes in Fig. 72 may be thought to model biased
diodes, while these small patches are absent in7Bigwhich can be thought as a situation modeling
unbiased diodes. Therefore, by means of biasindediothe structures in the two figures can be
switched. In a practical situation, the HISs arefinite extent. The bias voltage may be applied
between the input hollow patch and the output enghat the series connection of diodes is condecte
to the supply voltage. This is the reason why westered the situation when the second via in a
basic cell is absent: otherwise the supply volsmece would have been short-circuited.
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Fig. 71. DD - via 2 removed and external Fig. 72. DD - structure from Fig. 2 with
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Fig. 73. DD — basic structure completed Fig. 74. DD - basic structure completed
with biased diodes. with two small patches.

The HIS we have introduced above has been demtetstafeature three EBGs and therefore
may be used as a multi-band band-stop filter @r laand-pass filter. We have shown that the
parameters of the EBGs can be modified by measmafl geometric alterations of the original
structure so that an electronically switched s@faith interesting frequency related propertiestoan
obtained from the original structure.

A novel HIS built in microstrip technology thatused as one face of a PPW in view of switched
filtering applications has been reported in [11 MG The structure presents several EBGs. Diodes
are used as switching elements and the structel ihay be used for applying the bias voltagédéo t
switching elements, i.e. no additional circuit edgrts are inserted. When diodes are switched on, we
have shown that a low-frequency EBG is introduagdthnging the low-frequency properties from
band-stop to band-pass. As expected, EBGs situatddgher frequencies are also affected. The
introduced new structure is inspired by the welbkn "mushroom" one, but presents several
differences, as a large number of off-center vimstwo patches of circular symmetry. We describe
the development process step-by-step and provigewoppate CAD models and DD for the
intermediate and the passive configurations foetéeb understanding.

A unit cell of a HIS, having a square shape witlesD,=D,=2.5 mm, is presented in Fig. 75. It is
realized on a microstrip board with a thicknéssl.6 mm and a substrate with dielectric constant
&1=3.5. The circular patch on the upper face of tharth has a radius=1.05 mm. The surface is
obtained by a 2D periodic repetition of the uniif.c& metal plate is supposed to be placed aboege th
HIS at a distance=0.%; in order to create a PPW. Four vias, each witli ra.1 mm connect the
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patches to the ground plane. Results for similarcsires with more general elliptical patches and a
variable number of grounding vias have been regadnethe preceding section. The corresponding
DD, having a typical shape [siev_99], and the CA@del are reported in Fig. 76.

60

e & o o o

Dy/2y I

50¢ 8888

e o o o o

IS
=)
T

Frequency [GHz]
w
o

20

Via
or pir”]

10+ o

0 > - " s

0 0.5 1 1.5 2 25 3

Normalized Wavenumber [rad]

Fig. 75. Unit cell of a "mushroom" HIS with Fig. 76 DD for "mushroom" HIS with circular pat
circular patch and four vias. and four vias. Inset: CAD model (with remo

cover metallic sheet for better visualizati

In the present analysis only propagation along plsitive x direction (Fig. 75) has been
considered, avoiding in this way to be trapped oy symmetry breaking effect on the 2D dispersion
characteristics, when this latter is not fully cartgzl. The normalized wave-number on the horizontal
axis of Fig. 76 isk,D,. Two EBGs are present, one between 16.29 GHz dnt9ZHz, and a
narrower one between 53.21 and 54.81 GHz.

In order to stop propagation of surface wavestisgawith zero frequency, a direct metal path
between the upper and lower metallic planes mugprbeent reducing the number of independent
metalisation from two to one. A solution is to @ the central grounding via with a metallic fhiatt
connects the patch to the upper metal plate. Tésgyd also improves the mechanical stability of the
structure, whose DD is presented in Fig. 77. It barseen that a multi-band frequency behavior is
obtained. The lower EBG ranges from DC to 22.94 GHze other three EBGs are in the ranges
26.70-28.83 GHz, 34.47-37.44 GHz and 57.16-57.7@ &dpectively.

As a next step we have split the patch in two:reutar one with smaller radius surrounded by a
second annular patch with the aim of obtaining dcéwi.e. introducing some space where the
switches can be accommodated. In the above opert@inner radius of this latter is larger thaa th
radius of the inner circular patch. The resultimpmetry is shown in Fig. 78. Fig. 78 (b) shows the
side view of the structure with the original cehtria, while Fig. 78 (c) shows the central via eegd
by the pin. The switching device is a diode conegas shown in Fig. 78 (c). When the diode is
switched on, a DC path between the metal platpseisent, so that waves are prevented to propagate
starting from zero frequency. When the diode igcveid off, the connection between the two external
plates is interrupted, and low frequency to zefeofiiwave does propagate.

The proposed solution further allows for the hiakage to be applied by means of the upper and
lower metal plates entering the structure of th&/PBo that there is no need of additional biasing
circuitry that might alter the high frequency beioawf the device.

The electromagnetic characteristics and behaviothe HIS is presented next. The study is
enriched with the preliminary analysis of one o thany parameters on the control of the position
and width of the band-gap.
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Fig. 77. DD for HIS with circular patch, three vias
and pin. Inset: CAD model (with removed cover
metallic sheet for better visualization).

For full-wave analysis, the presence of the biakede has been simulated by a small metal prism,
which is absent when the diode is not biased [m#@@k as reported in the insets of Figs. 79 and 80.
All geometrical and material parameters are thasenfthe previous section allowing direct
comparison between results. The radiindb from Fig. 78 (a) have been chosen for demonstras
0.35 mm and 0.65 mm respectively.

y
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@ (b) ©
Fig. 78. (a) Unit cell: top view. (b) Side view) @ide view with central via replaced by pin.

In Fig. 79, the DD corresponding to the absencéhefdiode is reported. Three EBGs may be
identified: from 13.73 to 25.79 GHz (12.06 GHz widftom 33.29 to 39.41 GHz and from 42.45 to
45.79 GHz. In Fig. 80, the DD corresponding to phesence of the diode is displayed. The following
five EBGs are obtained: from DC to 20.79 GHz, frdin48 to 27.99 GHz, from 36.64 to 39.63 GHz,
from 44.10 to 45.81 GHz and from 54.55 to 54.82 GHz

A special attention worth the lowest frequency EBfGthe two situations considered above. When
diodes are switched on, a narrow pass-band exestgekn 20.79 and 21.48 GHz, while when diodes
are switched off, the first EBG listed above issemr# and covers this pass-band. Therefore, thacgurf
is switched from a pass-band to a stop-band behaxdoind 21 GHz with a guard of more than 7 GHz
in the lower frequencies range and more than 4 i@ktze high frequencies range.
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Fig. 79 DD for HIS with two circular patches, thi
vias and pin. Inset: CAD model (with removed
cover metallic sheet for better visualization).

Fig. 80. DD for HIS with two circular patches, thre
vias pin and diode. Inset: CAD model (with
removed cover metallic sheet for better
visualization).
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Fig. 81. EBG limits versus inner patch radius —
diode connected.

In order to change the limits of the EBGs for gasssues, several geometrical parameters and the
number of vias may be varied. This investigatioh e subject to future work. However some insight
is provided here in Fig. 81 which reports the Isviff the EBGs when only the value of radius of the
inner patcha is varied between 0.25 and 0.55 mm and the divdepposed to be presefgtdenotes
the upper limit of the first EBG, whil&, andfy;, i=1..3 denote the limits of the other EBGs (the
second EBG is not present @r0.25 mm and the fifth EBG is not considered asidp@ery narrow).
The upper limit of the first EBG varies between@®and 21.25 GHz. Although the variation is
conveniently linear, the range is quite small,ledther solutions, such as varying the numberas, v
might be considered in this case. However the third fourth EBG's vary significantly, so that the
radiusa may be considered as a design parameter for adid applications.

We have just demonstrated that a narrow-band pasg-filter could be switched on and off by
controlling the biasing voltage of the diodes.

A novel, multi-element unit cell in parallel pla@W has been proposed and analyzed both in its
passive and active configurations for 1D propageid 11 M]. The passive configuration consisted
of up to three concentric rings, some of them dpeiwnnected to the closing metallic planes by a
variable number of vias. The large number of stapds the structure has been proven to exhibit is
due to the different resonances of the varioustitaest elements. The active counterpart obtained b
insertion of diodes between different rings alldasreal-time modifying of the electromagnetic
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response of the unit cell, consisting of changigénnumber and characteristics of the stop-bands an
in the in-band behavior. The biasing through tlees vepresents an elegant and efficient solution
avoiding the need of the presence of any biasihgar&. Sensibility of the structure to the
geometrical dimensions, to the material propedi®sto the number of vias have been in depth
investigated by dedicated numerical software basefihite integration technique of the Maxwell’s
equations. The DDs have been obtained by stang@rdach, considering the eigen-solution of the
homogeneous problem with appropriate periodic bagndonditions in 2D. Filters for cognitive radio
systems, or multi-objective sensors are just soinieeopossible applications for this unit cell, kvit
versatile electromagnetic properties.

Like all the PPWs we have considered, a metanadtsuirface plays the role of one wall and a
metal plane plays the role of the other wall, B8. (a) [11_11_M]. The metamaterial relies on a
microstrip board with a textured pattern on one sighich faces the interior of the PPW. The other
side of the board, a continuous metal plane admground for the patterned surface, ensures the
electromagnetic insulation of the device. The wall of the textured face contains two or three
circularly shaped, concentric metal patches, F(l§. External patches are connected to the lower
ground plane through one, two or three metalized.vA unique feature is provided by the fact that
the upper metal plane is connected to the cengitehplane by a metal pin. This fact provides adir
DC path between the metal planes when the two eatate electrically connected, ensuring rejection
of low frequencies, while the structures considénetthe cited literature are high pass.

Metal plane (Cu)
+V or GND

N\

Patterned

Metal : : ' surface
pin T~y ! ! v
EL EL Et i Unit cell QQQ
A1 (6(0](c]
L/ ! !
Holloyv via with A
metalized walls  pjetal plane (Cu) @) (b)

GND

Fig. 82. Inhomogeneous PPW (a) and patterned su(fgc

The electric connection between the two patchegslmaswitched ON or OFF by diodes, changing
in this way the frequency response from low-passitgh-pass. The bias of the diodes is applied
through the metal walls, thus avoiding the presaf@n additional biasing network that might pestur
the electromagnetic behavior of the device. Funtiuee, as discussed below, the frequency response
for both states of the diode has a multi-band strec This characteristic allows increasing the
selectivity of a sensor, or device sensors withtiplel observables.

The importance of knowledge of the change in tlkdéabior of the structure versus various
geometrical and material parameters is of fundaahémiportance in the design activity [rajo_07]. We
present such a study by varying the number of saamecting the external annular patch to the ground
plane and the radius of the inner circular patchea@ion of new materials [she_05] allows for
increased flexibility in design. The variation dfietr dielectric properties to different external
solicitations can be used for monitoring or sensapglications. Therefore, we have also tested our
structure by filling the space in between the paileme and the upper metal plane with materials of
various dielectric constants.

In the last two decades, the advent of CAD systdmamatically decreased experiment costs in
microwave industry and education [gupta_02]. Irs tontext, we have simulated again the proposed
structure by means of a commercial software [C8&& telies on the finite integration technique for
solving the Maxwell equations [weil 77, weil 08]s/Ahown above, the incorporated eigenmode
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solver allows for the determination of the DD. Tdfere, the frequency behavior of the proposed
device is reported in terms of DDs.

Since computation of the DD is a numerically omnsrtask, we have mentioned that many
published papers [siev_99, tav_07, abhari_03, 0@, zhang_08] are dedicated to finding circuit
models for electromagnetic structures similar &t the have proposed here. Such models are intended
for easy prediction (i.e. without the needs of datlid computation resources and reduced time
required to obtain the electromagnetic respondeSB&s positions in frequency and their
bandwidths. Although acceptably accurate, the citedels are generally employed for predicting a
smaller number of EBGs than up to five, like in case. A circuit model able to predict four EBGs
could be quite complicated in terms of number attiwe elements and circuit topology. Furthermore,
circuit models are reliable when the involved waweiths are large in comparison with the unit cell
dimensions. The advantages in computation timevaiiresearch for circuit models, which will be
also a future goal for our investigation. Howevkis worth to note that the drawback represented b
the changing circuit characteristics with the gewynkmits the flexibility of such approach. When
accurate band structure is needed, full-wave sitiondas to be chosen [rajo_07, rajo_09]. For the
moment, results obtained by full-wave electromaigreimulation that we present here in tabular and
graphic forms may be considered accurate enougtufoent design activity and for validation of
circuit model to be looked for in the future.

The CAD model of a unit cell of the PPW with thqegtches is presented in Fig. 83 (a). The unit
cell dimensions, defined in Fig. 83 (b), where tiwe-patch unit cell is reported al3=D,=2.5 mm.
The microstrip board, of heigh{=1.6 mm, is built with a dielectric material of Wetric constant
&1=3.5. Three concentric patches, one circular ofusa6.35 mm, the second one annular of internal
radius 0.5 mm and external radius 0.65 mm and hivé bne equally annular, of internal radius
0.75 mm and external radius 1.15 mm generate tttarée of the HIS. Three vias, of radii 0.1 mm,
connect the outer patches to the ground. A pimadius of 0.1 mm, connects the inner patch to the
upper metal plane, situated at a distaipe8.8 mm above (the upper metal plane is not repteden
order to increase visibility). The space in betwdenpatch plane and the upper plane is filled &ith
material of dielectric constagt,. The whole structure is mechanically compact, tdude pins.

b
@ (b)

Fig. 83. (a) Cad model of the unit cell with thrdas and three patches and uppestal plan
removed for better renderin¢p) CAD model for unit cell with two patches aong to three via
upper metal plane removed and definition of geoimeimensions.

In the context of filtering applications, we arégirested in propagation along thdirection. The
DD corresponding t@,=1 (simply air) and;,=5 are represented in Figs. 84 and 85 respectiVely.
DDs illustrate the frequencies of the first sevesper modes versus normalized wave-numkgég
The EBGs are emphasized and light lines (LLs) @ r@presented. LLs separating fast waves from
slow waves have been drawn corresponding to plavesvpropagating through a medium with an
effective dielectric constant defined and motivateffogers_05] (see (1)).
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Since the positions and widths of the EBGs aréeqlifferent in the two considered situations, the
dielectric constant of the upper material layer maysed for varying the frequency characteristfcs

the structure. From a dispersion engineering pafiniew, it is interesting to note that mode 4 ig.F
85 features negative group velocity.

The frequency limits of the EBGs versus the dielecionstant of the upper material layer are

reported in Fig. 86. The EBGs are defined betwhemtaximum frequency of modand minimum
frequency of modet1, which are marked similarly.
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Fig. 84. DD for the three-patch structuge=1. The Fig. 85. DD for the three-patch structugg=>5.
CAD model is reported in Fig. 2 (a) . The CAD model is reported in Fig. 2 (a).

It may be concluded that, while the lowest frequyeBEBG has a rather constant width, but various
positions in frequency, the parameters of the higinequency ones have important variation,

providing flexibility in filter and sensor desigihhe highest frequency EBG occurs only for a limited
range of the considered dielectric constant.

Fig. 86. Frequency limits of the EBGs versus the Fig. 87. DD and CAD model for the structure
dielectric constant of the upper material layer. with one via and diode ag,=1.

An active version of the structure considered abwan be obtained by a diode, inserted in between
the patches which may be switched ON or OFF, byyagpappropriate DC potentials to the metal
plates. Like we did before, the ON state of thaddits simulated by the small metal prism in Fig. 83
(a), while the "OFF" state corresponds to the atxsei the prism. This simplified model has been
considered mainly to check the possibility of chagghe resonant response of the structure.

The DD of the device having only one via (via BZFig. 2 (b)), an air upper layer=1 and diodes
switched on is reported in Fig. 87. The first 8ggomodes have been considered. Normalized wave-
numbersk,D, are represented on the horizontal axis. Five EB®sresent, the lower frequency one
starting from zero frequency due to the direct Cxthfbetween the upper metal plate and the ground
plane. When the diode is switched OFF, the DD m BB is obtained (see the inset for the CAD
model). Four EBGs are now present, the structdosvadg modes with low frequencies to pass. The
filtering properties are switched in the lower fuegcy range from band-pass to band-stop following
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switching OFF the diode. The positions of the udpeguency EBGs are different in the two figures,
i.e. after switching the diode. LLs correspondiagtopagation of TEM waves in free space are also
represented in Figs 87 and 88, in order to marklitierence between slow and fast waves.

The positions and dimensions of the EBGs for werioumbers of vias is a question of interest for
design. Simulations similar to those leading tosFig7 and 88 have been performed with two vias
present (via 1 and via 2) and all three vias pie$enboth states of the diode. The results apened
in Table 11, showing that frequency limits for di#nt modes can increase or decrease with the
number of vias.

Another set of simulations have investigated tifiénce of the radius of the inner patch. Results
for two other values than the initial one are atsmorted in Table 11 [11 _03_M].

As shown above, the possibility of choosing in idevrange of materials makes an important
opportunity by increasing flexibility in filter deg. The DD associated to the structure having an
upper layer of dielectric material widy,=10 is presented in Fig. 89 (the diode is switc@d as in
following simulations regarding the effect of thieldctric constant). By comparing Figs. 87 and 88,
one can see that, as expected, the DD is shiftedrtis lower frequencies. Surface waves do not
propagate any more through air. Accordingly, the ibLFig. 85 has been drawn corresponding to
waves propagating through a medium with an effedtiielectric constant, as shown above.

Table 11. Limits of the EBGs [GHZz]

Modes 0-1]1-2 2-3 3-4 4-5 5-6 7-8

1 via, diode on 16.2317.24-24(47 43.08-44.2148B81-54.39-56.01

1 via, diode off 9.40-17.55 39.49-44.1147.5208%1.53-54.28

2 vias, diode on 19.2820.30-25.22 43.74-46.63

2 vias, diode off 12.39-22.32 33.49-34.9841.74436.

3 vias, diode on 20.7921.48-27.99 36.64-39.63445.8¢ 54.55-54.82
3 vias, diode off 13.73-25.[79 33.29-39.4142.46¢85.

3 vias, diode on, a=0.45 m2©.9721.27-28.06 33.57-39|6543.51-45.58

3 vias, diode offa=0.45 mm 12.82-25.8028.14-28.2433.29-39.4142.37-44.96 256568
3 vias, diode ora=0.50 mn21.0921.30-28.09 33.34-39|6643.33-44.74 54.57-54\74
3 vias, diode offa=0.50 mm 12.20-25.8626.98-28.2633.30-39.4042.34-43.67
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Fig. 88. DD and CAD model for the structure with ~ Fig. 89. DD and CAD model for the structure
one via and diode off,=1. with one via, diode on ang,=10.

The variations of the frequency limits of relevamides versus the dielectric constant of the upper
layer are represented in Figs. 90 and 91. Agaii telwards lower frequencies with the increasehef t
dielectric constant has been observed. Howeveprisented graphs also give quantitative resuts th
can be used for tuning the structure to practeqlirements.
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The presented results are intended for designgbf thequency filters to be employed in advanced
systems or high sensibility sensor applications.
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Fig. 90. Frequency limits of the modes that define  Fig. 91. Frequency limits of the modes that
the first two EBGs. The lowest frequency of the define the upper two EBGs (in between modes 4
first EBG is zero. and 5 and modes 5 and 6).

We have introduced two versions of switched suddbat rely on the same basic configuration of
the PBG [11_02_M)]. The control elements are diddasare placed either on the upper plane or on
the ground plane of a microstrip board. Additiopathe structure is covered with a metallic plaha a
certain distance above, so that an inhomogeneolsi®Bbtained. The frequency parameters of the
EBGs are determined in the two states of the dibgidsll wave simulation, using the commercial
field solver [CST]. The behavior of the surfac¢asted by means of the DD on the first irreducible
Brillouin zone.

The basic structure consisted of a 2D perioditepatmpressed on one side of a microstrip board,
having a square shaped unit cell, Fig. 92. Theaslitcontained a square inner patch, connectéuketo
ground plane through a metallic via, and an ougachparound the first one. The via has been placed
in an eccentric position in order to increase tlesigh flexibility by changing position if needed
[gao_06]. However, the situation of the via has lo@én changed during the simulations reported in
this paper.

The geometrical dimensions with respect to theregfce system in Fig. 92 af@,=D,=2.5 mm,
a=3.5 mm, b=0.6 mm,c=1.1 mm and the via has been placed at point (+0rh). The lower
metallic plane has been situated at a distéy¥de6 mm, the space in between the patch planerend t
ground plane being filled with a material havindi@lectric constant=3.5. The upper plane has been
placed at a distandg=0.%; from the patch plane, the space in between bdlad fvith air.

We have been interested in propagation of surfignas along th& direction, so that the DD has
been calculated on theX edge of the first Brillouin irreducible zone, Fi@3, where the light line is
also represented. The PBG surface we have intrddugaresents two EBG's:
EBG1=[17.84; 21.02] GHz, having a width of 3.17GHzand a narrow one,
EBG2=[44.82; 45.50] GHz, having a width of 0.68 GHhese EBGs have been considered between
adjacent modes, regardless of their propagatimyanescent character.

The diodes have then been connected as showrgo®Ziln a practical setting, the surface is of
finite dimensions, so that diodes are connectestiies and the bias voltage is applied at the tvds e
of the structure. The outer patches provide a tlt Ipetween diodes.

In order to find the DD in this case, the diodasénto be modeled for the electromagnetic solver.
Following the same idea from [matek_09], diodesehbgen considered as small metallic prisms, as
shown on the CAD model in the inset of Fig. 94, wehihe DD of the structure is reported. Only one
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EBG appears when the diodes are biased. Howesavidth is larger than in the case when the diodes
are unbiased, EBG=[33.10; 36.63] GHz, having alwadft5.53 GHz.

Dy/2

Upper plane (Cu)

t, Via

3 'I (b)
1 &1

Lower plane (Cu)

Fig. 92. (a) Unit cell: top view. (b) Side view) (dIS.

EBG1 is comprised between the first two modes mipagation, while EBG2 and EBG are
comprised between modes 4 and 5. Therefore, it beaygoncluded that, following switching of
diodes, EBG1 vanishes, while EBG2 is switched t@E®hich is wider and translated towards lower
frequencies.

While the proposed structure accomplishes the timcof switching EBG's, the diodes are
connected in series. A malfunction of one eleméects all elements connected behind it. A solution
that circumvents this drawback is presented next.

Another solution for the unit cell geometry is ggated in Fig. 95. The control elements have been
moved to the ground plane and another via has hddad between the outer patch and the ground
plane. The center of the via has been situatediat 0.85 mm,0). The additional via presents a
reactance that changes the EBGs with respect t@rhgous solution. However, its main role has
been to provide a dc path between the outer patdhhee ground plane when the control elements are
biased. In order to break this dc path for the aslen the diodes are not biased, a slot has been
placed around the end of the via in the groundeglaaving a width of 0.1 mm.

60
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Fig. 93. DD, diodes unbiased. Inset: CAD Fig. 94. DD, diodes biased. Inset: CAD
mode. mode.

The supply voltage has been applied to the owtghps by means of the small rectangular patches
represented in Fig. 95 (a). The direction of the@pbu path is orthogonal to the direction of
propagation. This solution allows for a selectivatsh of the diodes, which provides flexibility for
applications. However, simulations have been peréar only for the case when all diodes are biased
at once.
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via 2

via 2 and slot

"%

via 1 @ via 1

(b)

Fig. 95. (a) Unit cell with two vias and slot: te@w. (b) Back view.

The DD corresponding to the HIS with unbiased d®d reported in Fig. 96. As it can be seen
from the CAD model represented in the inset offthere, the ground plane is not connected to the
outer patches in this case. The DD shows the existef three EBGs: the first one, between modes 1
and 2, is very narrow, [17.61; 17.68] GHz, havingidth of 0.073 GHz. The second EBG is between
modes 2 and 3, [20.65; 24.35] GHz, having a widti8.31 GHz, while the third one is between
[46.08; 47.64] GHz, with a width of 1.56 GHz.

When the diodes are biased, the slots are shdégedhetallic prisms in the CAD model, as
represented in the inset of Fig. 97. Two EBGs aesgnt. The first one, between modes 1 and 2,
[7.96; 11.57] GHz, having a width of 3.61 GHz mag bonsidered to be switched on from the
corresponding small EBG of the previous case. Theorsd one, between modes 2 and 3
[17.71; 21.82] GHz, having a width of 4.10 GHz esponds to the second EBG from the case when
diodes are unbiased, but it is wider and transl&terds lower frequencies. The third EBG of the
previous case is switched off. This behavior isststent with the results presented above.

The second solution allows for a selective chaitéhe rows of unit cells that are switched. This
might provide flexibility in controlling the posiis of the EBGs.
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Fig. 96 DD for HIS with slots, diode

unbiased. Inset: CAD model. Fig. 97 DD for HIS with slots, diode

biased. Inset: CAD model, back vie

The solutions for switched patterned surfaces awe proposed have potential applications in
construction of filters with switched or tunableachcteristics and in devising sensors with modiéiab
sensitivity.
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2.3. Magnetic Fluid Bearings

In the period 2001-2003, the calculation of thstagng force in magnetic bearings has been a
research interest. The problem arise following tEyment of magnetic fluids applications at UPT:
[ant_1990], [ant_1987], [des_1992], [popa_199%p@ 1997].

The magnetic bearing with poles placed on theostaas been conceived by R. E. Rosensweig
[ros_1978]. The restoring force has been investjanalytically, in a plane-parallel approximatain
the magnetic field, in [ber_1971], [des_1989]. Anarical approach can be found in [bla_1988].

When the poles are placed on the shaft, the tavitdorce has been determined analytically, by
using again a plane-parallel approximation for thagnetic field, in [01_01_M], [01 05 M], and
numerically in [gre_2003].

In [02_01_M], the problem of evaluating the reltgrforce in a magnetic bearing with poles
placed on the stator has been revisited, usingreepineridian model for the magnetic field. The same
approach, i.e. the plane-meridian model, has bsed in [03_01_M] for the case when the poles are
placed on the shaft.

The reason for calculating the restoring forcetwy different models has been the necessity of
validating the predictions. The results of our stachave shown that the predictions provided by the
two models were sufficiently close on the rangepafameters where the approximations for both
model were holding.

We present here only the part of the work werehewe contributed. Therefore, the calculation of
the restoring force with a plane-parallel model floe case of poles placed on the stator will be
skipped.

A. Rotor with Alternating aaaaapoles, Plane-ParbA@proximation

We start with the calculation of the force actorga rotor with alternating poles in a plane-paiall
approximation [01_01_M]. The expression of the éocan be used for the optimal geometrical design
of the bearing, and for gathering information abibwt influence of various magnetic quantities an th
force.

The sketch of the bearing with alternating poles the rotor is presented in Fig. 1. The
displacement between the rotor axis and the st@® is denoted byl. The magnetic liquid is
considered as a linear medium of permeabilitsnd it fills the space between the rotor and ta®s
In order to obtain information on the dependencthefforce that acts on the rotor and the geonagtric
dimensions of the bearing, we have adopted the hudd€&ig. 2. The magnetic field is considered to
be plane-parallel.

a) b) |

Fig.1 — Bearing with alternating poles on the rotaj Cpss sectional view; b) tc
view; 1: rotor; 2: magnetic poles; 3: magneticdiud: stator.

The permanent magnet is supposed to have a radihanent magnetizatioM, of zero
divergence, and of rectangular shape on the swface, andr =r; (Fig.3b).
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Fig.2 — Mathematical model for the calculationtod imagnetic field.

With the notations of Fig.3.a, by taking into agabthe cylindrical symmetry of the fieM, and
the fact that diM, = 0, there resultsl,, 2711, 1, =My, 27114 |, and

M, =M —= L M)
P2 P Py ’
r, r,+h o
whereM,, andM,, are the permanent magnetizations=atr, andr = rj.
The amplitude of the fundamental harmonidvf is
4 2
Mo, :X 02 M, sinkx dx,
where A = 2,+2, is the wavelength, ankl = 2r7A is the wavenumber.
We obtain
4 o (2
M,=—M __ sink—*,
02 T P2 2
so that
M, (x)=M o, sinkx ®3)
Similarly, on the surface=r;, the amplitude of the first harmonic of the maggagion is
I r,+h I
Mm:ﬂMp sink2 =2 1M M, sink-2
m 2 m o z 2
and
M, (X) =M g, sinkx (3)
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Fig.3 — a) Magnetized permanent magnet in radialctibn; b) rectangular shape of
the magnetization.

In the four domains of the bearing representdeidgn 2, the scalar magnetic potential satisfies a
Laplace equation®Vy = 0, i =14 since diB = 0, curH = 0, diw, = 0 andB = tH+M, in

medium 2B = 4 H in the magnetic liquid B = 1H in media 1 and 4.
The variables separate, and the solution of théacapequation takes the form

Vi :(Ale"y+Aze‘ky)(Cisinkx+C'2coskx). (4)

In media 1 and 4 the field is attenuated andablihg into account the expressions (3) and (3’) fo
M,, we shall use solutions of the shape

V,,, =C, e sinkx, Vsz(Czeky +C3e'ky)sinkx : ®)
Viys = (C4eky +C5e'ky)sinkx, V4 =Cge Y sinkx.

The integration constants will be determined frioterface conditions on the surfacgs (y = 0),

Ss (Y1 = hy), Sa (V2 = hythy: continuity of potentials and normal componentstioé magnetic
induction. We have
(VHl)yZO = (VHZ) y:O'

ons,: (aleJ u (aszJ _ M
oy ), Loy ), 7

(Vi) -y, =(Virs) -,

onsS,;: ) avHZ] u (avmj M
r r -2
Y=Y1 ay =%

m ay

(VH3)y=yz :(VH4) =y
S AL
. oY )y, gy y=yz.

C,=C,+C, C,-4, (C,-C)=-m, (6)
C,el+C,=C,e2+C,

U, (Czsf —C3)—,urI (C4£f - C5)= me,,

C,e;+C,=C, /J,I(C4£§—C5)=—C6,

With (5) we obtain

where we have denoter] =™, £, =¢,€", m_:% and Q:%

For magnets that do not polarize tempordjily, = 1), the constants are
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(522 —512)[m1(1_:un2) - Zmz‘glJ - 2mE . (‘922+£21) )

. 26 (1, -1) - 2eied(u, + |
ml

C3=—7, C,=C,+C,,

C4= (lur, _1)(m1_mz£1) , C5=MC4.

e2(u, -1) - e2(u, +1)’ #, ~1

We can calculate now the field intensities
H:=-0V,, =-kC, e"y(cos kxu x + sin k)(_.ly) ,

H2=-0V,,=-k(C, &+ C, €)cos ku, -
-k(C, €~ C, e“)sin ku,,

Hs=-0V,,=-k(C, & + G &")cos ku -
-k(C, €7~ G e¥)sin ku,,

(8)

Has=-0V,, =-kC, e‘ky(cos ki — sin kx_Jy)

At equilibrium, the force that acts on the rotsropposed to the force that acts on the stator, and
has the expression [ros_1978]
2 )

EZ—,LIO(j‘)ZO|:M2 +I0H MdH}d_S'

where %, is the interface surface between the magneticl firid the rotor, andlS=dSns4 is the

surface unit vector oriented outwards the magriktid, Fig.4.
If the magnetic fluid is linear, of susceptivjty, we have

Io“MdH=me72=(u;—1)H72, M2 =(u, -1 HZ,

and the integrand in (9) becomes

ST e A (.-
So+ [, MdH = H (HZ+H?)= 5 (1, HE2+H2).
As a consequence, the force (9) that acts orotoe can be written
_ -1 _ _
~ o (lurlz ) gszo ('ufl an * th)dSZq‘)ZO t”SA ds,
wherefrom the normal strain results:
(IJH _1) (10)

(P-r, Hr?"'th)ay-

En34:_p‘0 2

69



A
Y l 2 1 tn“ ®
7 | |
pX I I {ﬁ h
o | P i 43 ©)) 1
g ! S : g Hm @ hD
1
A T’i"— it
HEREE
P h,

y'y

Fig. 4 — Definition of integration surface and natpunit vectors.
We shall calculate the force that acts on a leogthi2, Fig.4. Astn,, (yz)ztn(yz) uy, and on the

symmetric facet Nag (y'z)ztn(y'z)(—a y), we obtain the resulting tension
E n :En34 (y2)+'_: N34 (yZ): [tn (yz)_t n (yZ)]a Y (11)

wherey, = hy;+h; andy’, = hy+h,, Fig.4. By using (10), there results
E” = _IUOMIT_]- |:lur, ( H§y - H§y) +( ng —-H C?x)] ay'

where the unprimed components refer to the susfadbe primed components refer to the surfgge
and all the components are associated to poims tine fluid (medium 3).
With (8) we have

(12)

H,, = —k(CAeky2 -C, e"kyz)sinkx, Hay = —k[c;eky; _C'Se‘kylzjsinkx,

H,, = —k(C4eky2 +Cyq e_kyz)coskx, Hg, = —k(C;leky'2 +C.e ™2 |coskx,

where C'; and C's have the values (4) withey and & substituted withe; = & and
K)o ™ respectively.

There results

E,=e

2k "2 2ky; -2k
H3, —HZ, =7 CZet —cl e voze ™ -

~c. e ® -2(c,c, —c;c;)}sinz k,

2k 12 2ky, -2k
H§X—H32X‘:k2[cje Y2oc,"e”2+C2e 7 -

~c.’ e 42(c, —c;c;)}cosz kx

After integration, the force on a length 8f2 becomes
M, =1

Fuo= oy kg +)[cié - @7 e g &

e -2, -)(c G- G Q) uy,

(13)

a2, A2 A
where we have use(j0 sin® x dx:j0 cod x dx==

The following first order geometrical approximatohold, Fig.5:
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h, =0+ 4sin@, h,=J-A4sind where 4 is the displacement, and=r,-r,; there resultsh; —

h, = 24sinf= 24, with 4 =A4sid, and, sinceh,=h,—-24, we have y’; =hyt+h, =hy+h; —
24 =y, - 24.

Fig.5 — Geometrical parameters definition.

By substitutingy’, in (13) we obtain
M, —1

Far =—/,IoTk2£4{(,ur| +1)[ eZkyz(Cf— C,? é“k“')+ (14)

+e—2ky2(csz_ C.2 étkA')}_z(lurl _1)( G G-G C;)} ay-

For the constar, in (7) we shall use the approximation

_ W mDM-me) o -D(m- mE) (15)
) & (1, —1)° - &5 (1 +1)? £ +1)°
There follows
. gka’ q_M - mé& (16)
c,'0c,e™, goG'0 —,u,, TR
After the substitution of these values into (14) kave
17)

= 2Hoky Uy — 1) o) p A ,
P 0=y (M M)’ &7 kZsinh(21a ),

We shall calculate now the forde* that acts on the unit length of the rotor in ortiereduce the
displacement, by integrating (17) in the directid,,, Whose orientation is defined oy, Fig.5

o (18)
F =;u IO F,,sin@r,dg=

~)k?(m - m &)’ o
=2y0””(”” Ji(m-m &) 5e*z““p“’)u[jo sinh( 2k4 sirg) sif @

(10 +1)°

The series expansion of the integrand yields

2
R (4 —1)k2(ml— m, éhp) 5 ok, +a)
F* =2, 3 € : (19)
(:url +1)

0 T s 20 _
> (2ka)? [ 20 % 40|y
—~ o (2i-1)!
If we denote byl, the integral under the summation, and integrate payts, we get
i— : 2i—-1)! o
I :2'2—_1I2i_2 and aslo = 77 we obtain| =n( ) . After substitution and rearrangement of
i

terms (19) becomes
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2 - 20
/'Il’l (Ml _1)k2(rnl_ rnZ éhp) ge_2k(hp+5) kel (kA)ZI ! - ( )

- u
(44, +1)3 = ili -1)!
We shall restrict ourselves to the first two tewhshe series, consider the maximal displacerdent
= ¢, and substitutey, andm,. We get, for the resulting force, the expression

o (4 —1)K% 1 1_£ekhp 2[

(u, +1)° r, (21)

F*=2 m,

E* =M§1277J0

e e O

By denotingh, = a9, we have, =r;+ad. The substitution d¥,; from (3') yields

AR G LY Il )
7 (kg
where
U(ka)= (23)
2 3
= gHoo 1 [r1+(a+l)5] k5+@ e‘ZKJSinZﬁ.
rn+ad 2 2

It follows from (22) and (23) that the force onetlunit length of the rotor, at maximum
displacement, depends on the geometrical dimensibtise system, on the square of the permanent
magnetization, and on the permeability of the fluid

3

Kl
Forly =1,/2, we have, =A/3 andsinTp =7, and (23) becomes

WY (24)

3
U(k,cr)zzs1 el - [n+(a+1)5] k6+—(kj) g2,

r+ao

As an example, in order to find optimal dimensidmsthe permanent magnet in Fig. 1, we have
represented) from (24) as a function &€ anda, forr; =1 cm, andd = 0.1 cm. As shown in Fig. 6,
the maximum i2J = 0.1115 cm, and it occurs fer= 9.74 rad/cm and=3.57.Ifr;=5¢cm,0=0.1
cm, the maximum occurs kt 7.929 rad/cmga = 5754 and its value i$) = 0.7137 cm.

0.12

Extreme: 0.1115 cm
k=9.74 rad/cm
01 alfa=3.57

ri=1cm

delta=0.1-cm
w006

0.04

0.02

Fig.6 — The functiotJ.
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B. Poles on the Stator, Plane-Meridian Model

The purpose of this work has been to obtain vabidbe restoring force when a plane-meridian
model is used for approximating the magnetic fi@#d _01_M]. The results have been compared to
those obtained with the plane-parallel model.

The plane-meridian approximation is physically tbetthan the plane-parallel one. However,
numerical evaluation of integrals must be done hie final expression of the restoring force.
Consequently, our results are presented in a gralpiairm.

The geometrical configuration of the bearing igresented in Fig. 7. Region 1 corresponds to the
shaft, built of a non-magnetic material, the magnguid, of relative permeabilitys, is situated in
Region 2, and the permanent, ring shaped magretsitaated in Region 3. We admit the simplifying
assumptions that the bearing is very long, andettierior poles of the permanent magnets have no
influence on the field within the magnetic liquiBurthermore, the permanent magnets do not
magnetize temporarily, their relative permeabilgyz, . =1, so that the restoring force is strongest,

and the permanent magnetization is in a radiaktioe M , =M ,u,, with a squareshaped spatial

variation, of spatial period. We shall consider only the first harmonic of thagnetization in the
form

M
M, = p sin(kz)u,,,

We have selected the above formNbg in order to have a solenoidal fieldM , =0.

First, we calculate the magnetic field intensityregion 2. Due to the cylindrical symmetry, the
field has a radial symmetry in every plane perpendr to the axis of the shaft. Next, we calcutae
restoring force that acts on the unit length of shaft when it is displaced (Fig. 8). For this mgg
we apply the plane-meridian approximation, by atingtthat, at every point from the surface of the
shaft, the magnetic field corresponds to a nonkacgul shaft, having a radius larger (or smalleghth
the true one with the value of the displacemernthadirection of the point with respect to the shaf
axis.

Finally, we present in a graphical form the vaoiatof the restoring force as a function of various
parameters.

phk
A

M
5

Rl g 5 e g

7

Fig. 7. Geometry of the bearing. Region 1: shafgion 2: magnetic liquid; region 3:
cylindrical magnets.
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Fig. 8. Displacemenk of the shaft and the restoring force.

The equations that govern the magnetic fieldshie three regions of Fig. 1 a®, = yH,,
B, = totiH, By=(H,+M ), OxH, =0,00B =0,i=1.5 There follows that theH; are

potential fieldsH, =-0V,; , and the field potentials satisfy the Laplace ¢éiqna 0°V,; =0,i = 1.3.

The interface conditions on the separation surf§g§dsbetween Regions andj, which result from
OsxH=0,05B =0, are

1S (Mg =(%0), ("’ij(‘ij

0p 0p

(26)

[Si]: (Min)g, = (M) —ﬂ.(a;/[“flz +(a(\3/;3j% = Msin( k3,

M =M

In the cylindrical coor:iznates(p,&, z), the Laplace equation independent éf reads

0V, =1V +62V;' +62V2H =
p dp 0p 0z

the equationsi? +j—|§= +n’R and% =xn’Z, wheren is a constant to be determined later. The
change of \Iloariable f: np in the first equation turns it in a modified Bdssequation:

§+%(%T—R:O, with the general solutioR(x)= Al,( X+ AK o( ¥, where | and K, are the

modified Bessel functions of the first and secomadkrespectively, and of order. The second

equation has the general solutigh= C,cos(n2+ G si{ n3.The separation of variables can be

applied by puttingv,, = R(p) Z( 2.
By taking into account the interface condition§)(and the fact that ${) decreases exponentially
with x, and it has an infinite value =0, we shall try solutions of the form:

Vi, = Aly(X)sin(n3),
Vi, =[ Clo(X)+ CK o( X sin( n3,
V,,; = DK, (X)sin(n2).
After imposing the interface conditions (26) ang taking into account that,'(x)=1,(x) and
Ko'(x) ==K, (x) [abr_1964] we obtain:

0. After substitution, division withiRZ and separation, one obtains

(27)
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[Si].{AIO(nF{)= Clo( nR)+ &K o R
“lAn (nR) =4[ Giy( nR- G Nl

[Syl:

{Cllo(nRz)+ CKo(nR)= B nR)
_{M[Clnll(nRz)_QKI( n@)]_ IJI01( n%}sm( r)z Mn( ]

The last equation implies = k. For the determination of the constants, the Valhg linear system
of equations results:
AIOl = (:1I 01+ CZK 01
A|11 =H [Cllll_CZKlj]
DKp, =Cil tC K,

(28)

M
M, [_Clllz +C2K12] - DKlZ:?

where we have used the notations
lon =1 n(KR,), K=K (kR) (29)
The solutions of (4) are
- M (luI|01Kll+| 1J< OJ)K 02
kN
C2 - M (/ul _2\: 01I 1f< 02 (30)
- MluIKOZ(|01K11+I 1l< OJ)
kN
- M [Ioz(lull oKyt K OJ)+(luI _1)| b K o;
kN
N =(:u| _1)2 I01|11K o% 12_(M| 0!1( 11+| H O)D

[q/'IIIIZKOZ-I-I OJ< 12)'

Next, we are interested in the magnetic field neity in Region 2. From (27) and the above
consequences there results

HZZ_DVHZZ

Cl

A

D

op *© o0z °
=-[CK,' (ko) + C, K o ( ko) ]sin( k3u, -
~[ kG, (ko) + KCK o( ko) Jcos( kju, =
K[, (ko) - K ko) in (K, -

~k[ G, (ko) + CK 4( ko) Jcos( K3u,.
The force that acts on a cylindrical region oesstirfac& =S 0 S 0 S, (Fig. 7) is

F= M 1 [ MdH |nd
~Ho q‘)z 2 +J.o nas
where M, is the normal component of the magnetization, arid the normal unit vector directed

towards the interior of the surfage Since the liquid is linear, for reasons of synmethe integrals
over the side face§ andS; cancel each other. The expression of the restéoing becomes

F =y0—”'2_1 (MHZ+HZ)nds, H=H,

(31)

(32)
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It follows that the magnetic liquid acts on thafhwith a pressure:
p= ,uo’u (,ulH +H2), p0S, H=H,.
The substltutlon of the calculated intensitieddge

p= Mkz[clll(kp)—cz&(kp)]z sin? (k2) +

(33)
(34)

+ w k2[C,l, (ko) + C,K , (kp)]? cos? (k2),

pdS.
We are interested in the average presqumen a spatial period. By taking into account that

%I:Sinz(kz) dZ:%J‘: cos( ka dr—zl, there results
I pdz w k[ GL,( ) - GK,( k)] + (35)

/Uo(lul kz[Cll ko)+ CK (ko):l

Consider two points on the shaft, situated inan@lperpendicular on its axis, and opposed on a
certain diameter, as in Fig. 8. In order to apply plane-meridian approximation in he way we have
defined it above, we consider that the averagesprep;,, in a direction given by an angé can be

obtained by taking the difference between the \aliat result by substituting in (35) firgt= p,,
and thenp = p,. For a given displacemeut, the average pressure is function only of the eéyl
since, from simple geometrical arguments, we have:

o = 4% +R?-24Rsing, (36)
P =4 +R*+24Rsing.

If the shaft displacemens is small, A<<R, then the following first order geometrical
approximations can be used:

o, UR —4sing, (37)
P, OR, +4siné.
We obtain the following expression for the averpgessure:
P..(6) =
=P{[QIl(kp2)—C2K1( mz)]z_[ql( Ip])_ &K { p)]2}+ (38)

+{Q[C1|0(kp2)+CzKo( ko) | -[ A )+ & { k;)]z},

_ HoH (/u ) K. Q:B
4 H
By considering the geometrical symmetry, the ayereestoring force on the unit length of the
shaft that acts in the opposite direction of trepldicement can be calculated from

F=2R["" p,(6)sind & (39)
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The analytical evaluation of (39) requires intéigra of squares and products of modified Bessel
functions. We present next the results of a nurakgwvaluation of (39). The numeric approach is
facilitated by the fact that modified Bessel funos are smooth.

We have represented in Fig. 9 the restoring fasca function of the displacemefitof the shaft
with respect to the axis of the bearing. The patams the permeability of the magnetic liquid, and
the chosen geometrical dimensions and magnetizatemelevant in a practical situation. Note that
the plane-meridian model predicts an increaseefdlce with the displacement.

The restoring force as a function of the maximuspldcementd = R, — Rand the spatial period

of the permanents magnetss represented in Fig. 10. The other parametershanse of Fig. 9. It can
be seen that the surface is smooth and flat ircdmsidered range of geometrical dimensions. These
features are favorable for the stability of theimpt design (in view of a maximum restoring forde).
the considered case, the maximum foFcé 2 N/cm occurs ford 10.06 cm and A 0.5 cm.

In Fig. 11, the optimal spatial wavelength thasuees a maximum force, for a previously chosen
value of the maximum displacement, is representkd.other constructive parameters are listed again
for convenience.

RI=1 |.‘;rl'r'|
Bt I?!=1.1 cm

| M=1000 Alem
fr A=08Ecm

1] o0z 0.04 0.05 .08 a1 012
1 [emn]

Fig. 9. Restoring force as function of the disptaeeat.

F [Mern]

Alemn] 0o #lem)

Fig. 10. Restoring force as function of the maximdisplacement and the wavelength for
R;=1 cm,M=1000 A/cm,u=1.1.

Figs. 12 and 13 correspond to Figs. 9 and 10almderived from the plane-parallel model of the
magnetic field [des_1989]. The expression of tistareng force in the cited reference is

(- YMPRT (40)
= ) exp(-%4) L ( 4)

where, is the relative permeability of the permanent nedga value that we shall take equal to 1 (in
fact, the modified Bessel function dppears in its series representation in the céégtence). Since

F
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the first order geometric approximations (37) héeen used in deriving (40), we had to restrict
ourselves to a smaller range ®m the calculations. The rest of the parametezsdantical, in order
to facilitate the comparison, althoulyhhas a different meaning in the two models.

a1 0.2 0.3 o4 0.5
élem]

Fig. 11. Optimum value of the wavelength as funttdthe maximum displacement.

The magnitude of the force in Fig. 12 is remarkatdbse to the one in Fig. 9. The shape of the curve
is different: the plane-parallel model predicts @aximum of the force for a value slightly smallearh

o, since, ato = 4, when at the contact line between the shaft aad#aring there exists no magnetic
liquid, the plane-parallel model cannot be applied.

Fig. 13 cannot be directly compared to Fig. 1@csithe ranges od are different in the two
situations. One can notice however that the optinti@ésign is also stable in the case of the plane-
parallel model.

In Fig. 14, the optimum wavelength as a functibthe maximum displacemeuf predicted by the
two models, for the same rangedis represented. The coincidence of the shap#sedivo curves,
as well as of the order of magnitude (within 10%6)Zan be observed. The almost linear dependence
between.xandd simplifies the design of the bearing.

2.5

151

F [N/em]

R2=1 1cm
05f M=1000 Alcm
2=0.65cm

0 . "
0 0.02 0.04 0.06 0.08 0.1 0.12

Afem]
Fig. 12. Force as a function of the displacemetihénplane-parallel model.
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F [Mécm]

|

o] 0 o4

Fig. 13. Force as a function of the displacemedtwavelength, in the plane-parallel
model, forR;=1 cm,M=1000 A/cmu=1.1,u,=1.

0.9
0.85F
0.8r 2

0751

[cm]

07k

max
-

<
0.85F

06f

0.55}

0.5
0.07 0075 0.08 008 008 0085 01 0105
3 [cm]

Fig. 14. Optimum wavelength as function of the maxin displacement. 1 — plane-
meridian model; 2 — plane-parallel mod&j=1 cm,M=1000 A/cmu=1.1, u7=1.

The purpose of the calculations we have repotbedehas been finding the optimum design of the
bearing with magnetic fluid and alternating polesorder to evaluate the restoring force, we have
used a plane-parallel model and a plane-meridiadetn@ numerical computation of the magnetic
field has been used in the cited references. Thaltseobtained with these methods have been
concordant.

The restoring force depends on the square of thgnetization. Consequently, an efficient
construction must use permanent magnets with higgnetization. The force increases with the
permeability of the magnetic liquid. Use of magnetish high temporary magnetization is not
recommended, since it decreases the field in tigneta liquid, and the levitation force.

For a given geometry of the cylinders, and givarameters of the magnetic liquid, there exists an
optimum spatial wavelength of the permanent magrbét determines a maximum restoring force,
and that can de determined with the results predehere or in [des 1989]. The value of the
wavelength is not critical, since the shape ofdingace representing the restoring force in fumctb
the maximum displacement and spatial wavelengtithef permanent magnets is smooth and flat
around its maximum.
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C. Poles on the Shaft, Plane-Meridian Model

The purpose of the next calculation is to repbie tesults obtained with a plane-meridian
approximation of the magnetic field in the bearimigh magnetic poles placed on the shaft, and to
compare them to the results provided by the plamaliel model. Of the two, the plane-meridian
model is more realistic, and some first order gedmepproximations that have been used in the
other case are not necessary. However, the plaadgbanodel provides a simple and closed-form
formula for the calculation of the force.

After the calculation of the magnetic field, thecend order levitation force on unit length is
determined by means of a perturbation method. e is determined analytically, and the integrals
that appear in the expression of the force areutatkd by quadratures. The results are presentad in
graphical form, and can be used for the desigh@bearing.

The geometry of the bearing is similar to the om€ig. 1 and it is repeated in Fig. 15 in order to
reveal the coordinates. Region 1 corresponds tahhé, which is built of a non-magnetic material.

The permanent magnets, of relative permeahilifyplaced on the shaft, are contained in Region 2,
and are supposed not to magnetize temporarily. magnetic liquid, of relative permeabilify, is
situated in Region 3, and the stator, built of a-nagnetic material, is situated in Region 4.

ik & Fegion 4
i / B
o %
Fezinn 2
1 MY 5 :N
1., 59 |H | |is
3‘1“ We 50 Vo R i 1
r A BN A Rpa=treuty [ R —" r
L1k : T E =
S B EHE :
1 e 1
Wi sy [ i
%/ 7 [Tegins

Fig. 15. Geometry of the magnetic bearing.

For keeping the derivation simple, the bearingupposed very long, and the displacement of the
magnetic poles are supposed not to influence #id in the magnetic liquid. As shown above, the

permanent magnetization is a solenoidal field, adlial direction M pszup, and it has a

rectangular shape of spatial peridd By denoting withM; the magnetization of the poles at
p=r,i=1.2, it can be shown thatl ,r, =M ,,r,, and, by denoting the length of the poles wih

ki
the amplitude of the first harmonic of the magregian is M =£M pi sin[fj i=1..2k =277T. We
m

will denote M 1, =M ,r, = A,,, which is obviously also the product between tregnetization and

the radius at every point of the poles. From theef@m of the permanent magnetization, only the
first harmonic will be considered, of the shape)(2fhich is repeated here for convenience:
. (41)
M, =%sm(kz)up .

The magnetic field intensity will be calculatedr fine case when the stator and the shaft are
coaxial, so that the problem has a cylindrical syimmn The mathematical model for the calculation of
the field is represented in Fig. 16. For deterngntine restoring force on the unit length of thefisha
when displaced, a perturbation method will be aahlFig. 17. For this purpose, in the plane-menidia
approximation, it is supposed again that, at eysint from the surface of the stator, the magnetic
field corresponds to a non-displaced shaft, buafeadius of the stator larger or smaller thanréa
one with an amount equal to the displacement o$liadt in the direction of the given point.
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Fig. 16. Mathematical model for the bearing.
The equations that determine the magnetic fieldhi four regions (Fig. 15) arB, =p,H,,

B, =to(ttsH,+M ), By=puH,, B,=pH, OxH =000 =0,i=1.4 There results

H, =-0V,, and the potential®,, satisfy the Laplace equatiorid®V,; =0,i = 1.3. The interface
conditions on the surfac{ﬁj ] , between regionisandj, that result fromlJgxH =0, 05 B = Qare:

aVv, ov .
[S:J:(p= ) Voa= Vs i, e == Tesin( k).

AV, N, A (42)
(p=1) V=V, u Dz Phs = Dhgin iy |
[323] (,0 r2) H2™ Y3 Hm 3p M a0 : sm( j
[Si]:(P=B) Vs = Vi |a;/[“)3=—a;/;4. imVv, ;=0

Fig. 17. Geometry of the bearing when the shadidplacedF is the restoring force.

In the cylindrical coordinates(p,H, z) , the Laplace equation independent &f reads
_1ov, +62VH +62VH _
p o0p 0p° 07
placed on the stator, the variables can be sepYate R(p) Z( 2 . After substitution, division of the

obtained equation witRZ and separation, the following two equations rtes&4£+ﬂ?:in2R,

pdo do’®

. 0. Following a method analog to the one used incee of poles

2
and ?j—f =Fn°Z, n being a constant to be determined. After substuk = np in the first equation,
z
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2
a modified Bessel equation is obtainea‘i—zR+lz—R—R=O, with the general solution
X xdx

R(X = Al,( 3+ AK{ X, where } and K, are the modified Bessel functions of the first aedond
kind respectively, and ordern. The second equation has the general solution

Z =C, codnz) + C, sin(nz).
As explained in the preceding case, the solutiouast be of the form
Vy,, = Al (X)sin( n2)
Vi =[C1|0(X) + CK x)]sin( nj
Vis =| Dl o(X) + DK 4(¥) Jsin(n3)
V,, = EKo(X)sin(n3g).
Now the interface conditions (42) must be impodgyl.tacking into account thalt,"(x) = ; Ix( )
andK,'(x) =- K, '), we obtainn =k and
Aly, —Cl = CK (,=0

(43)

A|11 - lumcll ut /ImCJ( 1= _% (44)
1

C1|02 + CzK 02~ Dl 02 th< 02:O

UGl = 1, CK = DL+ DK =

>

kr,
Dll 0t DzK 03~ B 03=0
H D1|13 —H DzK 1t B 13:0’
where we have denoted
Imn:Im(krn)’ Kmn:Km(krn)' (45)
The solutions of interest, for Region 3, of (44 a

Dy = % (46)

D2 :_1 (i.{.ﬂl ijD
11
KO3 Kl3

with
p =t (K_K_j&{K_ 1 (K_,UK_HM_

=1 oy iy JKyy | 1o M 7101 g Iy
Az=ulK°2+umK”+“'_“m[K‘”+umK“]
loa P B, =101 |

_H|_Hm[|03 + |13JK0§< 12 _
|
=1\ K Ki) 1ol 1

1 K K | | K K
—["1+um“]{"3+u|“j£u'”+um°2}
(b =)@ 1) gy [ N Kos K Iy I o

Now the magnetic field intensity in Region 3 candetermined:

01 11 (46I)

Hy=-0V,, =~ Dua OV, - (47)
ap 14 az z
=D, (ko) + D,k ¢ (kollsin (kdu, —[ kD o o)+ KIX | k)cos( Ka,

=~K[Dyl;(kp) = DK ;(kp)sin (kgu, = k O o o)+ X  loJcos ( Kpu,.
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The force that acts on a cylindrical region of shaft can be obtained by integration on the sarfac
>=§ 0S50S, (Fig. 15), and it is given by (32) which is repehhere

—_ le H d d
F=u4 <j>z 7+J'0 MdH |nds|,
where M, is the normal component of the magnetization, ans the unit normal vector directed

inwards the volume bounded liy For reasons of linearity and symmetry, (48) reduggain to

F= yO”' J(MHZ+H)nds H=H,,

(48)

(49)

and the integrand is in fact the pressuthat acts orfS , and it is numerically equal with the pressure

that acts on the shaft. The average pressure patalsperiod p =;1J‘: pdA can be determined after

the substitution of (47) and some calculations:

Hott U =3 ey, () - oK (o) 50

o (14 —1
4

p=

Lierou (ko) + DX (ko)
In order to apply the perturbation method, twongmiopposed on the same diameter of the stator
must be considered, Fig. 17. In the plane-meridjgproximation, the resulting mean presspie, in
a direction given by the angl®, can be obtained by taking the difference betwhkervalues given by
(50) after the substitutionp = p,, and p = p,. The mean pressure is a function of the displanéme
A4 and the anglé& as
P8 =% +17+240,sin6, (51)
0% =N +17=24,sin6.
In the plane-parallel model, it has been consulettgat 4<<r,, so that some first order
geometrical approximations could be used:
o, Or, + 4sing, (52)
p, Ory; —A4sing.
Finally
(53)

5.(6)= P{ 01k - DK (o )T [ B {10)- D5 (10T}

+Q{[Di(ko2) + DK (ko) -[ D1 { ko) + DK { ko) T}

ot (470 0 o P
4 LK

The restoring force on unit length can be obtainech (53) by integration:
F=2r,[p,,(6)singde. (54)

We present the results obtained when the foresatuated according to this expression compared
to the results from the plane-parallel model.

The expression of the restoring force derived ftbeplane-parallel model, for a unity value of the
magnet permeability, which determines a maximunue/dibr the force in function of this parameter)
is (20). This expression may be simplified by noticthat the infinite summation can be expressed in
terms of |.

P=

¢ - ? 55
:iZw M _iexr(k(rz_rl)) % ( )

1
AN PRV

xexp ~&(r,-1)] L (X4)
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In order to highlight the differences and the calences between the results predicted by the two
models, we represented in Fig. 18 the variatiothefunit length restoring force versus the maximum
displacement of the shaft=r, —r,, for some values of the other parameters we haed previously.

The curve derived with the plane-meridian modelressvn with solid line, while the one derived with
the plane-parallel model is dotted, a convention nespect in the following figures too. The
differences are larger for extreme values of thspldcement, and around the maximum of the force.
However, these differences have moderate valuesndximum value of the force is 6.48 N/cm, for a
displacement of 0.05 cm in the plane-meridian moalle for the plane-parallel model the values
are 5.82 N/cm, and 0.07 cm respectively.

1] G.ﬁ:’: 0.1 D.I15 UTQ 0.25 0;3 G35 074 D.I45 0.5
# [em)
Fig. 18. Restoring force in function of the maximdiaplacement.

For a given bearing, the values of the restorimgd for various displacements of the shaft, are
represented in Fig. 19. Differences between theligiiens of the two models increase with the
increase of the displacement, when the magnetit hecomes more intense. Other calculations show
that the differences increase with the spatialqokof the magnetic poles too.

The graphs in Fig. 20 are used for finding théroak value of the spatial period in the case of a
bearing with given geometrical dimensions. The @lareridian model gives a value of 1.08 cm, and a
maximum force of 12.35 N/cm. The corresponding @alfor the plane-parallel model are 0.89 cm
and 11.80 N/cm. Differences are moderate in thsg ¢ao.

12
10 u=2
W= e
r,=0.5cm J,"
Br r=1.1em ) =
T r=1.3cm "_i’
i 6+ r=15cm ’f‘»’
w A =1000 A e
m o
4 e
-"”'
--""‘1{. .
2 o
"”.n"

0 . : )
0 002 004 008 008 01 012 014 016 018 02

Fig. 19. Restoring force in function of the disgeawnt, for a given bearing.

In order to get some insight about the variatibthe restoring force around its maximum, in the
plane-meridian model, we have represented it in Figas a function of the spatial period and the
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maximum displacement. The radius of the shaft,htkight of the poles, the relative permeabilities,
and A, are as in the last two figures. It can be seenttteasaddle shape of the function around the
maximum is quite flat, a fact that is advantagedois the design, as the parameters can be
approximated roughly around their optimum valudssTs also a feature of the plane-parallel model.

The results of the calculations we have reported be used for finding the optimal set of
parameters that provide a maximum restoring fowe. have compared the predictions of the two
models: plane-parallel and plane-meridian. The eslaeridian model is more realistic, but its
application requires a computer program for intisgguadrature. The plane-parallel model is less
rigorous, but the closed form formula for the foitcgrovides is simple.

From a qualitative point of view, both models peedhe same shapes of the dependencies of the
restoring force on various geometrical parameféngre exists an optimal point when the force is
maximum, and the variation of the force aroundsigjuite small, providing the possibility of rough
approximations for the parameters.

From a quantitative point of view, there exist sodifferences between the two predictions, which
can be neglected when the design must not be hgelgise. When the approximations used for the
plane-parallel model do not hold true (for examphes maximum displacement of the shaft much
smaller than the interior radius of the statorg, phane-meridian model must be selected.

13

T
B
=
“oa u=2 X
He=1 “-‘_‘\
5 r,=0.5 cm »,“
r,=1.1cm ‘-.\
7l r=1.3 6m s.\
A =1000 A B
8 : . s
05 1 15 2

% [em]

Fig. 20. Restoring force versus spatial periochefpoles.

ke " us

1o e g

i [em] 0 o 3]

Fig. 21. Restoring force in function of the maximdisplacement and the spatial perioc
the poles.

The presented results are useful for the optéaaign of magnetic fluid bearings.
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2.4. Spectral Analysis

A. Closed Form Expression of the Small Sample Yiaeaf a Frequency Estimator

In many situations, a signal consisting of a srighe corrupted by additive white noise is
available, and the frequency of the tone must bmated. This problem has applications in
communications, radar, sonar, measurements, adagiivtrol, speech processing etc [stoica_97], and
it belongs to the wider class of spectrum estinmgtimblems [kay_81]. Both complex and real signals
have been considered in the literature. As maxirikeiihood (ML) estimators perform very well but
are not computationally efficient [rife_74, ken_8Various estimation algorithms have been proposed
(see [tret_85, kay_89, fitz_94, luise_95, kim_@8; 106, fu_07] for the complex case and [ken_87,
sakai_84, chan_03, sav_03, so_04] for the rea) clise known that efficient methods designed
for real-time estimation of the frequency of conxpdggnals cannot be applied to the real case
[lui_08], which is considered here.

We have also introduced some frequency estimatextmiques that will be reviewed below and
we have proposed closed-form expressions for esiisiaased on a small number of samples.

In a first contribution [06_04_S], we have consgik a frequency estimation method, called
reformed Pisarenko harmonic decomposer (RPHD) Bol0so 02 2, so 04]. In the cited
references, a closed form, asymptotically unbiafeduency estimator has been proposed and
analyzed, based on the linear prediction (LP) pitypaf sinusoidal signals, and on a modified least-
squares (LS) cost function. The same frequencynastr has been derived in [sav_03] from a
constrained notch-filter point of view.

In our contribution we have derived a closed-f@axpression of the RPHD variance, based on the
same variance analysis technique used in [So_0dn @38]. We obtained a much more convenient
formula as compared to [So_04].

In single frequency estimation, the following satymodel is used [So_04]:

x(n=s(nN+ d n=acof(a nrg)+ ¢ h, m12..,1 (1)

where a,wbD(O,n), andg are the unknown amplitude, frequency and phasthefsinusoid, and

q(n) is a zero-mean white noise, which is supposed $@usThe sinusoid is linearly predictable
from the past samples:

s(n)=2cofw) m3-§ 3, (2)

a fact that allows to define an error function

e(m)= () -2c0§2) { 1 3+ o m 3, ®

where/ is the parameter to be determined.
In order to obtain an asymptotically unbiased diextpy estimator a modified error function is
defined in [so_04] as follows:

£ (=&
" \/2(2+ cog 21)) “

The corresponding LS cost function is

3. (4) =Z%. (5)

n=3
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dJ, (A
Solving % =0 yields [so_02_1,s0 02 2, so 04]:

2A, cos (1)~ B co$A)- A= C (6)

where
A= Z )+ X n-2)) o 1), @

and
Bfi((x(n)w(n—z))z—zf(m)). ®

n=3
The root of (6) that provides the estimate is

*_BkN+\/B§N+8A13n 9
P = 47, . 9)

The frequency estimate, which is denoteddgyis computed as
ay=cos*(p . (10)

The variance analysis technique [so_04] is basedkfining a second order polynomial

f(p)=2A0"~Byo- A, a1yl
and utilize the following formulas
ES 2
var{ p*} = M (12)
(7))
.y var(p?¥)
var(dy) = S () (13)
By using
p =cos@, ) (14)
and (11) there results
f2(p)=cos’( 2g) Al - 2cofw,) cds @) ABy+ cbbw,) B (15)
t'(p) =4codep) A - By. (16)

In order to compute the variance @f using (12) and (13), the values E{ AN} , E{ BN} , E{ Ai} ,

E{ A, BN} , and E{ 3i} are required. The computation is presented beltwe.result is

E{A}=a?(N-2+p(2,N-1) cofap), (17)

E{B,}=a”(N-2+p(2,N-1) cof 2), (18)
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E{ Aﬁ} =af4(N—2+,8(2,N—]))2 cod ()
+a°0Z[AN -10+(4N-12 co§ ap)+B( 2N- ) 2 cdsad))
+23(2,N-2)+ 28(3N- 3+ B( 3N- 2
+o; (4N -10), (19)

(A8} =a*(N-2+ 52 N- 1) cofar) cof @)
+a°0Z[(4N -14)(coqap) + co$ &)

+2(B(2N-2+p(3N-1) Ccoosi(i‘):’)) + B(3N- % coly) , (20)

E{ai}:a4(N_2+IB(2,N—]))2 cod( zp)
+a’0l[AN +4(N-4) cof 49)+ B( 2N- J( 2 cfs@))
-168(2N-29-18(3N- 1+ B( N- ¥ * cdsa3))

+a; (4N - 8), (21)
where
ﬁ(kl,kz)=ZZ:C°S( 2(%n+¢)):sm(%(k2 - k1+221€§)%(k2+ ) 7) . (22

By using (12)...(21) and after denoting the sigmahbise ratio

0'2

SNR=

=, (23)
Jq

we obtained the closed-form variance formula ofRIFHD single-tone frequency estimator as
2+(2+ cof 23)) B( 2N - )- $B( N- P+ N- )+ B( H- ):
2SNR( N- 2+ (2, N- 1))’ sirf (e,
(2N-5)co8 (24)+( N - } co{w,)

+ : (24)
2SNR ( N-2+5(2, N-1)°( 2+ co &))" si(a)

var{ép} O

The shape of the variance in (24) is more converdad it has a simpler structure when compared
to the original results presented in [So_04]. lattpaper, an asymptotic form of the variance ie als
considered. That form can be approached by magrdg in (24):

Vel G2} O :
’ SNR( N-2)° sir® ()

, (2N-5)cos(24)+( N- } cos{w)
2SNR ( N-2) (2+ cof 23)) sifi(ap)

(25)

Minor differences are probably caused by smalludateon errors in the original work.
We present now the derivation. We outline the nsé@ps that we used in computing the values of

E{A}. E{B)}. E{Ai} E{ANBN},andE{B,ﬁ}.
We use (1), (2), (7), and (22) in order to get
AT+ Tt T, (26)
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where

Ty = Zﬁ:m2 cog(ep) cod(awy(n- J+9)

-0 (N -2+ B(2.N-1) codaa). @7)
Th :ZNglacos(wo )+)( 2cobew,) o(n- J+ o )+ d - P, (28)
and
TAs—Zq n-1)(o( )+ d n-2)). (29)
As q(n) is white, with zero mean, we have
E{a(n}=0: E{ 1) { i} =07, (30)

There results£{T,,} = E{ Tys} =0, E{ A} = E{ T} = Tyand (17).
In order to calculateE{ Aﬁ} , we note that, due to (30), we haE%TAiTAj} =0for iz j. Therefore
E{ A} =Ta v B To}+ H T 31

We evaluate now the second and the third termarRiHS of (31).
N

E{T,fz} = Zaz cos’ (e, (n- 1 +9¢)

n=3

x [400%(%)E[(q(n— )])2} E{(c( r))2}+ E{( qnr ﬁz}
+ iiaz co(sab(n— )1+¢) cc(soo(m— )}¢)

n=3 m=n+l

xE{( 2coba)a(n- i o( )+ o - B
x( 2cofg)a(m- Y+ o( )+ o m B} .

By performing the multiplications and by using (30&re results

E{T,fz} :iazhcos( &bén_ b 2))(4co§(%)aqz + 27§)+

+ i iaz [coé%(n+m— P+ ¢)+ cc(sq)(m— r))

n=2k+1n¥ n+1

x [2cofay) E{ a(n- Yig( m- B+
+ 2cofw) {qn }E{d@@m)@]

Using again (30) we get
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e{Te} =atoi(N-2+p(2.N-3)(cof 24)+ }
+aaZ4co@a{) ) cd§ re- ay+ M+ c@so)

+azajz cof @n+ @)+ cdsaz)) (32)
=a’o} [4\;— 10-( N - 12 cds @)

+B(2N- ) 2 cds@))+ 2 - )2
+ B(3N- 1+B(3N- 2]
Then

E{T2} = E{Z[ (1)  0)°+2 G( 1) § h G n2)
(afn-Yaln 3 1 2D g g o)

n=3 m=n+l

(()+q(w2))(c(r)+<ﬁr+2) (33)
= AN- 30’ + ZZE
=( &N - 190; . h

With the use of (27), (31), (32), and (33) we abtdi9).
We now consider (1), (2) , (8), and (22) in ordegeét

By = Ty + To + Taas (34)
where
Ty =0a° (N 2+,8(2,N—])) cog 23), (35)
Ty, =4a
Zcos(a)o -}+9) 56
(Coiwo)( (M+a(n-P-d )
and
T =D (@ (m+ d(m2)+2q ) § m9-24( nJ). 37)
Using (30) yields as beforg{ B} = T, , (17) and
(B} =T+ &)+ § B 38

We have
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N

E{TBZZ} 16a2200§( (n- :)+¢)(27 co§(w0)+aq2)
+ 32222 coly (n- )+ ¢) cfey(m- )2 4)

n=3 m=n+l

XE(com)(()wn— - n))
x( cogay)(a(m)+ o m- - o m )}

By performing the multiplications and by using agés0) we get

E{TBZZ} 160'202 2cod(w, )Z“ COS( 2% -3+ 2’)

+ 1@222 cogy (m+n= P+ @)+ chay(m- r)))

n=3 mFn+l

x [co8(ep)E{a(n) o m- }
- co(sab)(E{q(n)q(m— )}+ E{ qrngm )?) ]
= &0 (N- 228( 2N~ J)( cds @)+ )2

+ 16rzaquZ_%‘( cof @n+ @)+ ccﬁsag)) cdsvy)
-y (k- v B o)) dom)

After some manipulations there results
{12} =a’0[aN+4(N-4)cof 44)+ B( 2N- ) 2 cdsaa))
-1B( - p- 18( ¥ )r A 8- )+ dosa)

For the last term in (34) we have

(39)

E{15} =4(N-2)o;

£ D B d(nm 3+ 2 {3 28( m )
(7 (m)+ o (m- 3+ 2(n) g m - 2 m )
= 4N- 30} .

With the use of (35), (38), (39), and (40) we abt21).
We now consider (26)...(29) and (34)...(37) inevrth obtain

(40)
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E{AuBN} =Tt Tt T (41)

where
To, = a* cos{a) cof 22,)(N- 2 8( 2N- ', (42)
Te, ZJZZZ4COS(Q)O(n— :)+¢) coéa)o(m— )l+¢)
xE{2coda)q(n- I+ o( N+ o - 2) (43)
x( cogap)(a(m)+ of m 32— o m J)) 1,
and

=&Y n)(d g+ | r2)

n=3 nm=3

x(of (m)+ F(m- 3+ 2 ) g m 3- 2% n ) (44)

=0

The last equality in (44) follows from (30).
The quantity defined in (43) can be calculatedotiews

T =203 (oo (me - 3+ )+ cobuy (- 1)

n=3 n¥3

([ 4co8(c) - Ja(n- ha(m+ 20dss) d - )1q 1)
= 4gza§Z cog 2{,)( col, ( @ )i @)+ C(Jﬁ’o))

+ Ztrzacfz cofap)( cos @m+ @)+ chsag))
After some straightforward trann;_fi)rmations we get
Te, = a?0?[(4N-14)(cod e ) + cob @)
cos( 24,) (45)
FAB(2N=FB(N- R gy T AL R o)

With the use of (41), (42), (44), and (45) we abt@Oo).

In order to confirm the expression (24) for theiaace, and to compare it with its asymptotic form
(25), we have performed some computer experim&®rsiD variances have been measured for data

sequences we have generated using (1), with/2 , and several values fmj. In every experiment

we computed the frequency estimate using (9) afy f(r 500 independent runs, and we evaluated
the measured frequency variance of the RPHD méathtatms of the mean square frequency errors.

We used for evaluation purposes the Cramer-Raod@GRB) for the frequency estimator of a
single sinusoid [Kay_93]

2
2407

CRHAB rad? FW'

(46)

The measured frequency variances, the theordtieqliency variances calculated with (24), the
asymptotic forms calculated with (25), and the G¥aifRao bounds are shown in the figures that
illustrate the experimental results.
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In Fig. 1 and Fig. 2, the frequency varianceshef RPHD estimator versusg, are represented, for
N =20, SNR= 20 dB,¢ =0, angp = , respectively. The measured variances are verye doshe
calculated variances and fluctuate in functionrefjiency and phase around the curve representing
the asymptotic variance (they are not always symmatound a, =77/ 2; ,B(kl, kz) is symmetric

arounday, =77/ 2 for ¢ =0, but it is not forg = 77/ 4).
Fig.3 and Fig.

In

4, the

frequency variances \wers8NR are

represented, at

ap=0.27, N = 20,¢ =0, angp = | respectively. It can be noticed that, like for mkthods, errors

increase at low values of t8NR By comparing the two figures, there results ttie relation
between the variance and its asymptotic expresipends orp .
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O measured RPHD O measured RPHD

* variance by (24) ] —35R ™ *  variance by (24)
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@Q\ — — — asympt. variance by (25)

é\ @?56 — — — asympt. variance by (25)

frequency variances (dB rad®)
frequency variances (dB rad?)

10 20 30 40 50 N

N
Fig. 5. Frequency variances verduat Fig. 6. Frequency variances verdliat
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Fig 5 and Fig. 6 show the frequency variances fanction of N for
a =0.27r, SNR= 20dB,¢ =0, angg = . respectively. The coincidence between the measaned

the calculated variances is remarkable again. Athénpreceding experiment, it can be noticed the
dependence oy of the relation between the variance and its asgtigpevaluation, as well as the fact
that the differences between them can become lgmge for smalN.

In conclusion, in the contribution [06_04_S] weyided a very convenient closed form expression
for the variance of the frequency estimator in RieHD method of single tone frequency estimation
from a finite set of data samples. We also deriaedasymptotic form of the variance, which agreed
with previously published results.

We validated our results by means of several coempexperiments. Coincidence between
experimental and calculated variances was remazkaldll cases, except for very low signal to noise
ratios. From our experimental results, it couldsken that the relation between the variance and its
asymptotic evaluation depended very much on theelod the sampled sinusoid, so that quite large
errors are possible in the case of a small numbsarmples. This is an argument for the usefulnéss o
our closed form formula as, in common applicatiansumber as small as possible of signal samples
is desired.
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B. Two-Step Procedure for Reducing Variance inI8ifigne Frequency Estimation

A general method for decreasing the variance @fequency estimator has been proposed in
[07_02_S]. The procedure consists of estimatinmeger multiple of the frequency and in resolving
the induced aliasing by a two-step procedure. Téreernl idea will be outlined below. The procedure
is illustrated using the RPHD method for the fistép, and a new generalized RPHD (GRPHD)
method that we have introduced for the second $éém.also present explicit relations needed for
implementation and statistical analysis of the GRPResults of computer experiments are reported
in order to confirm the theory.

In many single sinusoid frequency estimation témines, the estimatéy,, of the unknown

frequencywy is calculated from an estimatqe, :cos(&)m) using cqnzcos'l(pl*) [so_04]. If the
var(pl*)
sin’(a)
propose to generalize this procedure by findingstimatorp, = cos(&%k) of an integer multipl&ay
of the frequencyw. Solving this equation yields the following roots

estimator is unbiased, the relation between thawees ofdy, and p,’ is var(cLbl) =

&, =%((-1)J‘1co§1(pk*)+H mj J= 12,k (47)
where we have denoted d)(] the largest integer smaller than If we dispose of a first, rough
frequency estimatey,,, then the second frequency estimate correspongls-for [%}

T

As we will show below by statistical analysis aooimputer experiments for the GRPHD, the
variance of the second estimate is smaller tharvéinence of the first one. An a priori argument
might be as follows.

If he estimatorp,” is unbiased, its variance can be evaluated from:

var(, )= E{ coskea) - cokin, )} = E{( coen) - o))
- E{4sin2 ( k(‘:’oz” “’o)J Sinz( k(@oz— wo)} | (48)

For smallk and for a good estimation (sm{arﬂg - a)0|), we have

var( O ) (49)

var(@) = k®sin(kay)

In frequency estimation methods such as PHD andRFhe variances of the frequency estimates
are evaluated in terms of some quantities propmatito the autocorrelation function of the signal,
calculated at lags 0, 1, and 2. As we will showrathe variance (49) can also be evaluated ingt@fm
quantities proportional to the signal’s autocogitin function, calculated at lags |Q,and X. Thus,

for a sufficiently large number of data poifNsand comparatively smakl var(pk*) increases much

less with respect war(,ol*) than the increase of the denominator in (49) ith

The variance in (49) is unbounded at frequenmgszig, i=01...,k, and minimum at

95



%i:(néj’—;, i=0,1,..k- - (50)

In the two-step procedure, we Usa@lata points and a method such as MC, PHD or RRHder
to obtain a first estimatey,, and to choose a value lof<N such that the first estimate be as close as

possible of anw,,. We then refine the search by using the shindata points in order to estimate the

p. =cos(@y) -

We analyzed and tested the two-step proceduresimg the RPHD method for the first step, and
the GRPHD, to be introduced below, for the secdeg.s
In single frequency estimation, the consideredaligmodel is (1), repeated here for convenience:

x(N=s N+ d n=acodw+¢)+ { n, ®1,2,..,1 (51)

wherea >0, D(O,n), and¢ are the unknown amplitude, frequency and phagleeo$inusoid, and
q(n) is assumed to be a Gaussian white noise withrmean and variance; . We denote the signal-
to-noise ratioSNR= az/(ZJj). The sinusoid is linearly predictable from thetpsemples according
to:

s(n)=2cofky) { - B- § 2k, k12, (52)

a fact that suggests the definition of an errorcfiom g (n)= X N -2coq k) X - k+ &k » 2k,

whereA is the parameter to be determined.
However, by generalizing the RPHD method introdude [so_04], in order to obtain an
asymptotically unbiased frequency estimator we mugfine a modified error function

N
&(n)= () , and the corresponding LS cost functidp, (1) = >  £Z(n). Solving
\/2(2+ COS( 2(/1)) n=2k+1
43 (4) =0 yields
dA
2A, cos (kA) - By, cofkl)— A= | (53)
where

N

An= 2 (X(M+xn-2K)  n (54)

n=2k+1
N
Ba= X (((n)+ {n-28) -2%( - ). (55)
n=2k+1
The root of (53) that provides the estimate is
o= jﬂw% | (56
N

The above equations generalize the correspondsgts from [so_04], which can be obtained by
settingk=1.
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For a theoretical evaluation of the proposed ttep-grocedure, we calculated the variance of the
new estimate by generalizing the analysis followedso_04]. The variance analysis technique is
based on the definition of a second order polynbmaivated by (53)

f (,0) = 2A<N102 ~ Bao— An (57)

on (3), and on the following formula [so_04]

E{ f?
var{ o, } = { : (p)}z (58)
{t(0)}) ot
By using p =cos(ka) and (57) we obtain
f2(p) pecotica) =cos ( Kay,) As — 2cobkw,) cds @y,) A, B+ 59
+cos’ (kap) B
F(0)] pooouay = 2C0K kD) Ay = By (60)

In order to compute the variance @j, using (49) and (58), the values B{A,}, E{B,.}. E{A%}.

E{BEN}, and E{AkN BkN} are required. The main steps we followed in commguthese terms are

outlined at the end of this subsection, togethéhn ah argument for the unbiasedness of the estimato
We obtained:

2k+(2+ cof @) B(k+ IN- K- B(k+ IN- 3
2k’SNR N-2 k- B( k1, N K7 sirf( da))
2B(2k+1LN-K) - B( 2k+ L,N- 24

var{&p} =

2SNR N-2 ke B( ke 1, N R si( da) 1
. (2N - 5K) cod ( ) +( N- 4) ooy k)
2k?SNR( N-2 ke B( ke 1, N )°( 2+ cof 2da))” sif( dg)
where
pls)-Eeod ganes)
(62)

_ sin(ay (k, =k, + 1)) coga,(k,+ k) + )
sin(e) '

An asymptotic form of this variance results bynfiatly making=0 in (61). Due to the closed-
form, simple structure of (61), the asymptotic fobmngs no major simplifications. Moreover, the
dependence of the variance @nis lost. Fork=1, this asymptotic variance essentially reducethéo
corresponding one calculated in [so_04].

The decrease in the calculated variances for wlestep method as compared to the one-step
method is illustrated in Fig.7, where we have gldtthe variance (61) versus frequency,kie2, and
3, atN=20,SNR=10 dB, andp=0. We have also shown (61) flerl (one-step method). It is clear that,
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for every frequency, there exist valueskell such that the variance provided by the two-stethod
is lower than the variance provided by the one-stethod. The smallest errors correspond indeed to
frequencies around those defined in (50). Simiémults are obtained with the asymptotic form of
(61).

Computer experiments have been carried out inraodevaluate the proposed two-step method by
comparing it with the RPHD method [so_04].

The data sequences for single real, noisy sinaseite generated using (51), with=/2 and
¢=0. Different noise variancezsj were chosen in order to obtain the desired SNRs.

The first step in our method was identical witle fRPHD method and gave an initial frequency
estimatedy, that corresponded ti=1 (although any other estimation method could $edun this

first step). The purpose of computer experiments t@aprove that one can choose sdmg for the
second step, in order to obtain a better frequestynate.

We made use of (54)-(56), and (47) with the appat@ value folj, with k=2 and 3, for finding the
second-step GRPHD estimates. In order to evalli@dréquency estimator performances, the mean
square frequency errors (MSFEs) were computed byaging 500 independent runs. These measured
MSFEs fork=1, 2 and 3 are represented in the figures thattithite the experimental results, together
with the corresponding variances (61).

In Fig. 7, the MSFEs are plotted versus for N=20, SNR=10 dB, andg=0. Note that, for every
frequency, one can chooke2 ork=3 in order to get a better frequency estimate thahe cas&=1.
Similar results were obtained for other valuegof

In Fig. 8, the MSFEs versuSNRare represented, ai=0.177 N=20, andg=0. The errors are
smaller with the two-step method as compared with dne-step method for all values of BER
Note the excellent agreement between the calcubatddexperimental variances, except for very low
values of theSNR

Fig. 9 shows the MSFEs in function Nf for c4=0.177 SNR=10 dB, andg=0. It can be noticed the
decrease of the variance and of the MSFE for dllesaofN. Experiments have been performed for
various values of, with similar results.

A RPHD for k=1
two-step for k=2

o two-step for k=3

,|— var. by (61) for k=1

#|-BE0var. by (61) for k=2

I var. by (61) for k=3

I}
=)

[}
S

mean square frequency error [dB rad 2]
. 5 .
ul

-35

-40
0

Fig. 7. Mean square frequency errors and varianeesisay at SNR=10 dB,N=20, and

#=0.
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A RPHD for k=1
two-step for k=2

o two-step for k=3

var. by (61) for k=1

-==0var. by (61) for k=2

»»»»»»» var. by (61) for k=3
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Fig. 8. Mean sqgare frequency errors and varianeesug SNR aip=0.11t, N=20, andg=0.

A RPHD for k=1
two-step for k=2
A o two-step for k=3

_15?\ var. by (61) for k=1
N -EE0var. by (61) for k=2
\B ann e var. by (61) for k=3
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Fig. 9. Mean square frequency errors and variameesis N aty=0.177 SNR=10 dB, and

#=0.

We present now the derivation of the mathemaggptessions used above.
The quantities?w andBy can be written as sums of three uncorrelated tefimsexample, we can
use (51), (52), (53) and (62) in order to ARETart Tax+Tas, With

T, = i 2a° cod kay,) co8(ay(n-K)+9¢) (63)

=a” (N -2k+ B(k+1,N- K) cog k)
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To= Y acoday(n-K)+9)x(2cofka) o - B+ q )+ G 2k (64

n=2k+1

To= 3 a(n-R(d )+ {2 9

We haveE{ Tao}= E{ Tas}=0, and E{ Axn}= E{ Tas}= Tas.
In order to calculat&{ A%}, we note thaE{ TaTa}=0 for i#j. Therefore

E{an =74 + BT} BT, (66)
The second term in the RHS of (66) can be evaluagddllows

E{12} = ZN: a’cos’(wy(n- k)+¢)x[4co§( k) E{( q I))Z}

+E{(q(n))2} + E{( o n-2 @)ZH
+2 ZN: ZN: a? cos(wo(n—k)+¢) coéwo(m— k)+¢)

n=2k+1m= nt1

XE{(Zcos(cq)k) a(n- K+ d n+ ¢ r 2k
x(2coqek)a(m-K+ d M+ ¢ m 2}
_ ZN:+ a21+cos(2%(2n—k)+ f¢)(

n=2k+1

4coé (kap) o2+ TZ)+
N N

+Y Y a[cosa (n+m- 29+2¢) + cog e (m-1)]

n=2k+1n¥ n-l

x| 2cogeak) E{ a(n- K o m- 24} + 2cobay k § G ) m )k
+E{q(n)q(m—2l§}].

Hence:

E{T2,} =a’0?[ AN-10k+( 4N- 12§ cof )

+B(k+1,N=K)(2+ cof e ))+ B(k+ IN- X (67)
+2B(2k + LN = K)+ B( 2k+ LN- 28] .

With similar calculations, the expression of thstlterm in the RHS of (66) can be shown to be
E{T2}= (4N -10k)o?, so that
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el A} =" (N-2iee B ke 1N ) c08( 1)
+a°0?[ AN =10k +( AN - 124) cof &) (68)

+8(k+LN-K)(2+ cof Za))+ B(k+ IN- R+ B( 2+ IN- &
+B(2k+1L,N - 2K) |+ 05 ( 4N- 10K .

The steps we followed in order to caIcuIatEtﬂBkN} and E{BEN} are similar to those presented
above, and will be skipped for brevity. The resalts

E{ By} =a’(N-2k+B(k+1, N- R)cog 2ky) (69)

E{ B} =a*(N-2k+B(k+1, N- )’ cod( 2ky)
+a°07[ AN +4(N - 4K) cof 4ap)+ B(k+ IN- B( 2 cds Ry)) (70)
-16B(k+ 1N - &) - 163( X+ 1IN- K

+8B(2+ LN = )( 1+ cof By))|+oi( N- 8§ .

Based on the decomposition Afy and B,y in sums of three uncorrelated terms, it can bavaho
that E{ Ay B} = Tey + Tey + Teg, With

To.=a' cos{kaa) cof &a)(N- &+ B( ks IN- )’ (71)

T.,=a’ _ZN: ZN: 4cow,(n-K) +¢) cofa,(m- K +¢)

xE{ (2cogkap) a(n- K+ o )+ ¢ m 2)) (72)
x(cos(kea ) (a(m) + o m- 28— ¢ )())}

TcszE{i zNj an-R(d N+ qr2i

n=2k+1m=2k+1 (73)

(@' (m)+ f(m-2R+2¢h g m2 )24 n =0

After performing the calculations we obtained

E{ AwBo} =a*(N-2k+ B( k+ 1, N- B) cof ka) cob 2
+azaqz[(4N—14k)(cos( )+ cob &)+ BB(k+ I B
),

(74)

+B(2k+1,N - k) Ccoi(fa?)

4B( 2k+ L,N- 2K cob ky)
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The proof thatp, :cos(&{,k) is asymptotically unbiased is a generalized versib the proof
introduced in [so_04] for the casel. Namely, a first order Taylor series evaluatafnf at o,
starting fromf at p, =cos(kay) gives

() =0=f (codkea)) + (. = cogke,)) T  coiew,)).,

A f
wherefrom:  cos(a, ) = coik%)—# . Therefore it must be proved that
(10) p=cogkap)
f
Lim % =0. The proof is based on the ergodic and statisfiogperties of the signal and
- TAP)| .
p=cogkap)

noise, and the main steps can be outlined as feillow
im | (0) — im A cos( Xap) - By, cof ka,)
N-e f l(p) p:cos(kwo) N 4A<N COS(kab) - BKN

0

:a2(4co§(kcq))— cof Ray))+ 6

The proposed solution for decreasing the errorthénestimation of the frequency of a sinusoid
embedded in additive, gaussian white noise by mefaastwo-step procedure works equally well for
other estimators than RPHD.

A similar study has been carried out starting frtime Pisarenko Harmonic Decomposition
[07_04_S]. A rough PHD estimation has been perfdrimethe first step, and a multiple of the
unknown frequency has been estimated in the sestapd The variance of the PHD estimator has
been significantly reduced in this way.
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C. Frequency Estimation by an Iterative Procedure

We have proposed an iterative algorithm for ediimgathe frequency of a real sinusoid embedded
in additive noise. The Pisarenko harmonic decomp(RED) [sakai_84, chan_03, pis_73, eri_93],
and the reformed Pisarenko harmonic decomposer (R _04, so_02_a, so_02_b] are among the
algorithms that perform well and are computatignafficient in this case.

The theory for both the above mentioned algoritissumes a white noise. We have introduced an
iterative method designed to improve the performant the RPHD such that frequency error
variances close to the Cramer-Rao lower bound (QRitB obtained for signal-to-noise rati&N\NR
as low as 3 dB in a few iterations [09_03_S]. Asration consists of filtering the initial data seguoe
with a frequency selective filter whose maximumtbé& frequency response is at the frequency
estimate obtained in the previous iteration andomputing a better frequency estimate based on the
data sequence at the filter output by means oR®idD. Although the noise in the filtered sequersce i
no more white, experiments show that the consideséichators perform well in this case too.

We consider again the signal model of a sinusoidesided in white noise:

X(n) = s(n)+q(n) =acospn+¢)+q(n), n=12,....N (75)

where @ >0, a0 (0,77) and ¢ are the deterministic but unknown amplitude, (dmgurequency

and phase of the sinusoid respectively, @mlis a zero-mean Gaussian white noise of variante
The signal-to-noise ratio is

2

a
SNR =—. 76
i 20° (76)

In order to estimate the frequency we proposddh@wving procedure: we initialize the algorithm
by using the RPHD for the calculation of an inigstimatedy, for a; then we start iterations such

that, at iterationk =1, we filter the initial data sequence with a selectfilter centered at the
frequency estimated at iteratigfl, dy_,, and we apply to the signal from the filter outtheé RPHD

in order to calculate a new frequency estimage

The purpose of filtering the data sequence igi¢oease the SNR. The filtered signal contains a
colored noise component that does not fit intothie®ry of the frequency estimation algorithm weehav
mentioned, so that its performance has to be téstékis case.

We have considered the second-order noise mjdilter with the following transfer function:

Z2

H(z) =
(2 7> -2pcosy )z + p*

(77)

wherep is a parameter close to unity in order to prosdkectivity (but smaller, for stability) and, at
each iteratiork of the algorithm we have madg = dj_; .

The performance of the noise-rejection filter canllustrated by evaluating the enhancemeat the
SNR
_ SNR

n= SNR (78)

P
where SNR =—1 s defined at the filter output ar8NR has been defined in (7) (we have denoted
1q
by P;s and P4 the signal power and noise power at the filterpatirespectively). For evaluation
purposes, we considey, = .
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2
Denoting further byP,(w) = %[5(0)— ap) +O(w+ w)] and By (w) = o’the power spectral

densities of the signal and noise defined in (§peetively, and by taking into account their stitig
independence, we have

2

=— o a
f ‘H( )‘ Rde@)dw " 20-p) ((1+p)2-4p‘3052 “’0) "
— 1 ion|2 _ . 02(1+p2) \
= Ll R 7 cosaay 1) v

The integral in (79) is a simple application of fh@perties of the Dirac pulse, while the intedral
(80) can be calculated by means of the residuuorytes follows.
Let

1 B v

H(z) = =
(2 1-2pcosyz '+ p?Z? Z- P comy z p°?

and
=2, = ["|H(e) e |
() (e el W ) H o) @ o

With the substitutiore!” = z one gets

n-1 .

IO e e X =] e-w]dzz
o redn).

|7]<1

The integrand has two poles inside the unit cincamely z,, = pele as|,0| <1. The residuum i,
is

pn+1ej(n+1)ab

R1:

jay

jpz(pej% _pe-i%)(péwo _ep](p % _ e":bj
_P'[pPcod(n- ) cof(n+ Jay) ]+ o' [0 sif(n- )~ siffn+ )aa)]
2singy (1- p*) (0" - 207 cof @)+ L '

The residuum inz, = p€'* turns out to beR, =—-R *. Therefore
|, =23, = 2rj (R + R,) = -4 Im( R). After substitution, one gets
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- sinl(n+9a) - sif(n- Ja)
sin%(l—pz)(p“— 20% co§ 2y) + )1

J,.=p

Simpler approximate expression for (79) and (86)abtained by taking into account that
£ <1 p[C1. The above results become:

aZ

R, 81
® 81 p)?sin® w, (81)
0.2
P, U . 82
740 p)sin® w, (62)
Finally, using (78), (81) and (82) we get
1
= 83
-5 (83)

Equation (83) reveals an important increase ofstgeal-to-noise ratio if we take into account the
range ofp (0 <1, [L1). These noise rejection properties of the filted ahe fact that, due to the

good estimation provided by the RPHD, the estim&ieguency does not differ significantly from the
true frequency are in support of an iterative pdoce that consists of computing, ,k = 12... by

using the signal at the filter output, with the\poais estimatedy,_, substituted for the parametes

in the expression of the frequency response. Thianee of the estimator decreases at each iteration
as the estimated frequency approaches graduallyrakeefrequency. These a priori arguments are
confirmed by experimental results presented next.

Computer experiments have been performed in dadewvaluate the proposed iterative procedure.
For frequency estimation, at each step of the dhlgorwe used the RPHD method [so_04]. The data

sequence for single real, noisy sinusoids was gérerusing (85) Witha=\/§ and ¢ =0.
Relatively low signal-to-noise ratios were chosewider to prove the efficiency of the noise regct
filter. We compared the estimates resulted fromitdrative procedure after one iteratich£1) and

k =5 iterations, to the RPHD method (correspondindninitialization step of the algorithm) and to
the CRLB [kay_93]. The parametgrwas chosen experimentally. The simulation respiesented
below are averages of 1000 independent runs.

The results illustrated in Figs. 10 and 11 indidkie decrease of the mean square frequency errors
with the number of iterations. After five iteratgrthe estimator performance approaches the CRLB.
The largerSNRfor the situation in Fig. 10 with respect to theedn Fig. 11 allowed for a smaller
number of signal samples. Generally, a larger vafube SNRallows for a smaller number of signal
samples and a value @f closer to 1 for achieving good estimates in a lmwnber of iterations.
However, at largeSNRs, use of iterative algorithms has no justificati@s the RPHD performs
equally well.

Note that the frequency dependency of the meamrsgerror, which occurs in real sinusoid
frequency estimation, tends to decrease with tinetyen of iterations.
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The simulation results indicate that the despedormance of the algorithm is achieved in a few
iterations. Consequently, the additional computatiomplexity introduced by iterations does not
change the order of magnitude of the complexityhef original estimation method. In our examples,
the RPHD (used at the initialization of the aldumt and then at each iteration) takds-4 real
multiplications, N-8 real additions and 5 other operation that angallys implemented by ROM
accesses. Additionally, each iteration involvés2real multiplications andNe3 real additions for
filtkering and an RPHD. Therefore, fok iterations, the algorithm takes kg&B3)N-6k-4 real
multiplications, (&+4)N-11k-8 real additions andk%5 other operations. As shown above, a value of
k=5 is sufficient for achieving a good performance.
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Fig. 10: Mean square frequency errors versus fremue Fig. 11: Mean square frequency errors versus
for N=50, SNR=10 dB»=0.98. frequency for N=100, SNR=3 dB50.95.

In conclusion, the algorithm we have proposedestafrom a known, single-step method (RPHD).
We have used that method as a first step of traitim, then filtered the initial data sequencehvat
frequency selective filter centered on that estnaaid used again that method on the filtered datedier
to obtain the next estimate. This process hastiben iterated.

Filtering has been introduced in order to sigaffitly improve the signal-to-noise ratio. Although
after filtering the noise is colored, experimemédults show that the RPHD still provides good deray
estimates.

Experiments indicate that this iterated procedeads to an estimated frequency with a meanasquar
error close to the CRLB, significantly improvingetimitial, first-step estimate in just a few itéoas
(below ten, tipically five). As the number of itéaas is low, the asymptotic complexity of the altfon
is the same as in the initial method.
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D. Analysis of the Iterative Frequency Estimatidgoiithm

We have shown that the algorithm we have introduicg09 03_S] and reviewed in the preceding
section has connections with the constrained nfdtehapproach [sav_03, qui_91]. We have derived
an asymptotic cost function and we have evaludtedbias. We have devised a procedure for
computing the variance and compared the resultgeramentally obtained data [09_04_S]. These
results will be outlined below.

We consider again the signal model (75) and tfi@itlen of the SNR(76).

The RPHD is an asymptotically unbiased estimatod, a certain bias exists in the small sample
case [so_04]. In the following, we will analyze tymptotic behavior of the estimator consisting of
the application of the RPHD to a filtered versidr{#b), the filter having the transfer function {77
We will refer to this estimator as Filtered RPHOREHD).

The signal at the filter output is

y(n) =r(n) + U0 =a H,cos, n+ @+, )+ v(n), (84)

where He" = H(é"’O), and v(n) is a colored, Gaussian noise. The FRPHD consiftshe

application of the RPHD tg(n), which is equivalent to the minimization of thellbwing cost
function

N £°(n)

JA) :;2(2+ cog 21)) (85)
with respect td [sav_03, so_04]. The error sigréh) is related tg/(n) through
g(n)=y(n -2coq1) y(n- D+ y(n- 2, (86)

which is a filtering operation with a filter havinge transfer functiorG(z) =1- Zcos()l) 7'+ 72,

Thereforeg(n) is obtained from the initial signa(n) in (75) by filtering with the cascade &{z) and
H(2), giving an equivalent transfer function

z*-2coA) z+ 1

F(2)=G = . 87
@)= HI= ) 7 (87)
It is relevant to compare (87) to the transfer fiorcof aconstrained notch filtefsav_03]:
2-2coqA) z+ 1
F=_t2cod)zrl g 88]

~ Z2-2pcod]) z+ p?

Clearly, F(2) is obtained fron¥,(2) by substituting the variableat the denominator with an estimate
of we, Namelyw,. It is known that the infinite impulse responsi&]listructure of the notch filter does
not allow for obtaining a closed form expressionhaf estimator. Our approach relaxes one constraint
allowing for the application of the closed form RPldstimator, at the cost of the necessity of 4 firs
coarse estimation for initializing the

We will derive now the asymptotic form of the chstction (85). By the Wiener-Khinchin theorem,
the asymptotic counterpart of (85) is related te pgower spectral density @{n), denotedP.(),
through [sav_03]

1 £2(n)
M) =lm=>——=f
N== N ;2(2+ cog 2)) (89)
1

- Ly
" 2(2+coq 2)) ARG
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Due to the above mentioned filtering operation haee
i 2
P.(@) = R(a)| (&) . (90)

The input signal power spectral density has the dtatistically independent components from (75):
P.(w) = P(w) + R(«) . The asymptotic cost function can be split in fveots accordingly:

Ja(A) = Js(A) + J(1) - (91)

The calculation of the first component involves laggtions of simple properties of the Dirac pulse:

_ 1
()= 2(2+ cog 21))

x%ﬁ[ " ﬂ2[d’(a)—%)+5(a)+a;0)J‘F (ej“’)‘2 dw

- 2
_ a? T 2
" 8(2+ cog 2))“(6]%) |F(er) }
By plugging the expression &ftaken from (87) we get, after some calculations:

()= (2+ cog 21)) (92)
(cosA - cosq,)2

- 2pcodw-@))(# 01~ D cofra))

Note thatJ, =20, so that its minimum is reached &t «, .
The second component of the asymptotic cost fundésio

1) a3 2n) ()

‘2

dw (93)

The calculation of this integral involves complaxétions, integration over the unit circle and
residues theory [con_78]. The result is

J(4)= 2(2+ cgs( 21))p2
_[l+,06—2,02(1+p2)(2+ co$ 2))} sim + B° cok s(naz)—pz( +Jp2) $ingd
(1—,02)(,04—2,02005( )+ )sim

(94)

x<1

The shape of the asymptotic cost function for sspexific values of the parameters is reported in
Fig. 12. Its most important feature is the presesfce well defined minimum; the value bfat which
the minimum occurs is the estimate of the frequeitye displacement of the estimate with respect to
the true frequency is the bias, caused by the peesef the ternd, in the cost function (91).

As already mentioned, the RPHD is an asymptotidasda estimator, but it has some bias in the
small sample case. As experiments show that thenregaare error decreases when the FRPHD is
applied after the RPHD such that the CRLB is alntesiched after a few iterations, it might be
expected that the bias greatly decreases too. derdio test this hypothesis we performed the
following experiment. We applied 500 times the RPtdthe data with the values of the parameters
shown in Fig. 13 (finite sample ca$¢s200). We calculated the means of the estimateguéecies
and used these values for evaluating their bials ves$pect to the true frequencies and for settieg t
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paramete, of the filter. Finally, we found the minima of tkesymptotic cost functiofiN - ) in

order to estimate again the frequencies (with higiecision), and used the results for calculatiey
bias with respect to the true frequencies. Thelteseported in Fig. 13 indicate indeed an impdrtan
decrease of the bias and explain why it becomagnifisant after a few iterations. Note the small
value of theSNR(-3dB) allowed by the use of the asymptotic forfnthe cost function.

-10

25
o RPHD

200
* k=l

*
20+ -30

-40

[
T

-50

-60

cost function
bias [dB rad]

S
T

-70

-80

-90

-100 : - - . -
0 0.5 1 1.5 2 2.5 3 35

0 0.5 1 L5 2 25 3 35 angular frequency [rad]

Fig. 13. Small sample bias for the RPHD and
asymptotic bias for the filtered RPHD (one

iteration); SNR=—3 dB,N=200;¢=0.98,¢=x/8.

0

Fig.12. Asymptotic cost function of the FRPHD
(one iteration);SNR=—3 dB, ay=4779,
w=wy+0.1,p=x/8.

The variance of the RPHD estimator at the filtetpatiwhen its center frequeney is known can
be calculated from [so_04]
var(éy) =
E{ Aﬁ}cosz( )+ E{ Ef,} cod(w)- H A B} cds@) cay) (95)
(4E{ A} cof ) - E[ B})" sifi ()

where E{}ldenotes mathematical expectation and

> (y(m)+ Y n-2)) f m-1),

n=3 (96)

(v()+ A m-2))" -2 ( n-3).

A

I
M=z

By

=3

>

In order to evaluate the expectations, we introdbedollowing functions

P(n.n)= E{Z; r-n) { 9)}, (97)
Q(n.n,, m. m)
e[ S5y A o) A )

n=3m=3

For P we have
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P(n.n)
=N i cos(e (n—n) +¢) cogay(n-n)+y) (98)

n-2k+1

+(N-2k)R(n-n),

where A=aH,, ¢ =¢+¢, andR(n) is the correlation function of the noise at thirf output, whose

expression can be calculated by taking the invEeosgier transform of the power spectral density. We
obtained

2 p\n\{sin[@ (nl+3 ]2 sir e (- ﬂ}

sin(w )(1-0%)[ p* - 0% cog &)+ 1

R(n=0

(99)

The expectations &y andBy are

E{A}=P(0,)+ (2],
E{B,} = P(0,0)+ P(2,9+ 2 0,2- A 1) (100)

(A closed form can be easily derived for the sunimmain (18).)

Similar expressions can be obtained @rby taking into account that higher order momeaita
jointly Gaussian process can be expressed in teflRsWe skip these expressions for brevity. Then,
we have

E{A}=Q0103+Q 012+ Q 210 q 212 (101)

In the same WayE{ A BN} and E{ Bﬁ} can be expressed in termsQf

We applied this procedure for evaluating the veamgafor both the RPHD (whep must be
substituted by and the power spectral densitysf$ and the FRPHD for the situation in Fig. 14 (note
the low value of th&&NR. First the variance of the RPHD has been caledl#teoretically and then
the experimental mean square error has been cothpytasing 500 independent computer runs (the
small sample bias can be neglected). The resuliEgn14 are expectable, and in agreement with
[sO_04]. The averages of the estimated frequetaies been used for setting taeof the filters and
the frequencies have been estimated again in Spendent runs. TNESEs have been calculated
and represented on Fig. 14, together with the meeisevaluated theoretically with the procedure
presented in this paragraph and the CRLB [kay_Bi3¢ two results are again in good agreement and
show how the variances of the estimations decnebse filtering is applied.

The experiments we have performed and the theorhave developed show that the algorithm we
have introduced provides estimates WABESs close to the CRLB after a few iterations in tase of
signals with low values of th6NR Furthermore, its low complexity allows for regie applications.
Experiments have shown that the algorithm doesmmpttove significantly the results obtained with the
existing, lower complexity ones at high valuesh&@@$NR

We showed that our algorithm may be viewed as #nsion of the constrained notch filter method,
the difference being a larger number of degreefregfdom in choosing the filter coefficients. This
approach also provided closed-form frequency estirdathe lack of which is a drawback of the
constrained notch filter method.

We calculated the asymptotic cost function and slbthat the bias decreased after the filtering
operation. We have also shown, both theoreticalty experimentally, that the variances of the freqye
estimates obtained after the filtering operati@rauch lower than the variances of the estimattsnzul
in the first step of the algorithm. This result fions the experimental evidence showing that the
variances of the estimates approach the CRLB affew iterations of the algorithm.
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Fig. 14. Mean squared errors f+100,£=0.8,
a’=2, p=r/8, SNR=0 dB.

We have tested the iterative algorithm and perforane analysis in the case transfer function of the
filter other than (77) and obtained similar resakshose presented in the last two sections [05]05
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2.5. Sampling Theory for Multidimensional Signals

A research topic we have approached is the saggiieory of 2D signals. We have tackled both
band-limited finite energy and periodic models. 8omsults are presented in this and the next
subsections.

A. Sampling Theorem for 2D Periodic Signals

We have approached a multi-channel sampling schieme&D, band-limited, not necessarily
orthogonally periodic signals in order to obtaigemeralized sampling expansion [94_02_S].

The well-known Shannon sampling theorem, whichliapgo band-limited, finite energy signals,
has been extended by Papoulis tortffeorder generalized sampling expansion (GSE [che3®ygp.
86]). The initial work of Papoulis (see e.g. [pap])&as been further extended to multidimensional
signals [brown_89, brown_91]. A thorough discussibthe subject can be found in [cheung_93].

If the signal to be sampled is periodic, with peiT, then theL* theory does not apply. However, if
it is band-limited, then its spectrum is discretéh finite support and the signal can be expressed
trigonometric polynomial

The following sampling expansion holds [spat_87]:

R sin[ 77(t /T, - n)] _ T
O e guf ] A
2N +1

The same result holds x{t) is of finite duration and it can be expressedtansupport interval as a
trigonometric polynomial.

We have provided a GSE for 2D, band-limited, dgyi@riodic signals by generalizing the above
sampling expansion. The idea of dealing with sugmads forces one to use as a signal model a
trigonometric polynomial as in (1) below.

Let us consider a 2D, band-limited, complex valsigghal, defined of?, which is doubly periodic
(in two independent directions)

x(t)=> a(n) ™™ (1)
nORy
where
Ry =[~NLN]x[- N,...N] )(2

andV =[v, |v,]" is the periodicity matrixdet(V) # 0). Such a signal satisfies
x(t)=x(t+Vvn), Ot,On (3)

with t=[t,t,]'n=[n n)]" v ,=[vy; v,]" v ,=[ vi,v,}". The terms from the rigt-hand side of (1) will
be referred to as the signal's harmonic compon@/sshall suppose

2N, +1=PQ, i=1.2 ) (4

and we shall denote
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RR=P. ()

According to Papoulis' multi-channel sampling subgMSS) [pap_81], the signaltX(s, on one
hand, the input of linear, shift-invariant filtdd(w), and, on the other hand, it is input®finear,
shift-invariant filtersHy(w), k=1.P. We shall express the outpyft) of the first system in terms of the
sampled outputg(t) of theP systems. We denote

Q=[Q]=[Q4 ] ik=1.2 (6)
Q=2r(v*)". )

Let m be some vectors with integer componems=[ml n12] m=0.. P-1 lexicographically
ordered. We say that the discrete-time functom), k=1.P, are independent if

det(g,(n+Qm))#0, n=-N.-N+Q-1, i= 1.. (8)

In the matrix defined in (8)m indexes the rows ank indexes the columns. We now state the
following:
Lemma Any discrete-time functiong(n) can be expressed d®, as a linear combination ¢t

given independent functiorgy(n) with coefficientsg(n) that are determined byr(and which are
periodic with periodicity matrix:

g(n)=>"g.(n)a(n). 9) (

Proof Equation (9) can be written

g(n+Qn)=3 g, (n+Qn)@ (). n=-N.- N+ Q-1

p= (10)
m=0.P-1, i=1.2
Since theg, are independent, the system (10) has a uniquéi@olior everyn, which defines the
functionsg over one period. These functions can be extendedRy trough periodicity.
Refering to the MSS we can now establish the renrem.
Theorem If the functionsH(Qn) are independent, then there exist the interpiatiinctionsf,(t),
k=1.P, such that the following GSE holds:

y(t)= ZZPQ % (V™) f(t-vQ) (11)
R, =[0.Q-1x[0.Q-] 112

(yx are the sampled signals avi@®™l are the sample points). The construction of tietionsf, will
be obtained in the course of the proof.

Proof. The transfer functiof(w) for input signals of the shape of (1) becorléQn). The output
of the single filter is

y(t)= > a(n) H(@n)e>™™ . (13)
nORy

Applying the expansion (9) tél (2n)e'?™V ™ yields, for everyt
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) o P
H(@n)e'>™™ =3 H (@n)g (n,t) (14)
k=1
By expandingg(n,t) in a discrete-time Fourier series, we obtain

H (Qn)el?™ V™ :i H (@n)> b (1,t) €2 (15)

k=1 IOR,

By substituting (15) into (13) and by reversing tirder of summation there results

y(t) =ZP: z b (I,t) z a(n) H (en) dzmvive

k=1 IDRQ nORy
which gives
y(t)=Y > b (Lt) v (vQ™). (16)
k=1 IDRQ
We shall now prove that
b (1,t)=b (0t-vQ™). 17§

Substituting by t-VQ™m in (15) and multiplying both sides by ej@n'V'm) yields

H (Qn)elzmV™ =2P: H (@n) Y g (l,t-vQ™m) g*me . (18)
k=1 IDRQ

Supposem R, . The identification of the Fourier coefficientsresponding to exi@mn'Q'm) in

(15) and (18) (namell=0 in (18) and=m in (15)) gives (17) with replaced byn.
By defining now the iterpolation functions through

f (t)=b(0;t) (19)

the proof is complete. The output of the singleeysis expressed in terms of he sampled outputs of
the P systems that compose the MSS.

We consider now some special cases.

For a one-channel sampling scheme for the sigtgitself: H(w)=1, H;(w)=1, P,=P,=1. We shall
denote, for this cade,=Ry\' (see (12))Q=N (see (6)), where, obviously

N=[(2N, +1)3 ], ki=1.2R, =[ 0.N]x[ 0.N]. (20)
There results
@(nt)=e?mv" =" p(l,t) g2 (21)
I0Ry"

with
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b(l,t) - 1 Z ejZnn'(V'lt—N'1I) - qv_lt _ N—ll) . (22)

Combining (22) and (6) yields

x(t)= Y x(VN) SVt -NT). (23)

IRy *

One can notice that the sampling density is dse® times @, times in each periodicity
direction) in the case of the MSS (11) with respiecthe one-channel sampling sceme (23). The

number of samples is equal to the number of thea$igharmonic componen{&N, +1)( 2N, + 1) in

both cases.
A closed form for the functio® can de derived in terms of the vector componesisguthe
formula

N e.X:sin[(N+1/2)x]

n 24
2, sin(x/) (24)
There results
2 in| ( 2N, otu+0.t,) /12—
S(V‘lt—N‘ll)zrj Sm[(_ )24+ 2at) 12 ] : (25)
N s (gL e,u) iz (N + )
If the periodicity directions of the signaltx@re the; andt, axes, then
V=[Tq] ik=1.2 126
and by denoting
__
T N T i=1.2 (27)
there results
(t6)=3 > {(nTa n [ st T =) (28)
X(t,t,)= X , :
L) =22 x(nkw n T, D(ZNi s st My —n) (2N + 3]
If x(t,t,)=x(t), thenTe, can have an arbitrary value and, by taking intmaat that
2N, sin[ 7z(t, ITe, = k) | 1 (29)

&N, Yt My 9 (27 1]

the 1D finite sampling expansion given at the beigig results.
The presented theorem can be easily specializatdddLD case.
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B. Sampling Expansion for 2D Band-Limited, FinitesEgy Signals with Gaps in the Spectrum.

Sampling expansions for 2D signals whose spectupparts result from integer translations of a
parallelogram have been derived [98_03_S]. Nevkskethe spectrum of the signal could contain
gaps, reconstruction from samples taken at the ni@imaLandau density has been achieved. The
framework has been again the Papoulis multi-chasar@lpling scheme. Potential applications include
MRI imaging or other fields when only some portimisthe images are of interest and the acquired
signal and the original one are in a Fourier Tramafrelationship.

The general idea of this sampling procedure wasew [cheung_ 93] at the time of publication of
[98_03_S]. However, we have chosen a model su¢hitbe2D sampling vectors were not necessarily
orthogonal and we have provided an example wittrjpatiation functions expressed in closed-form.

We suppose that the image is the Fourier Transtdranfinite energy, 2D, complex valued signal,
defined onR?, and that it is concentrated on a set of parajkams which result from some integer
translations of a basic parallelogrdt along its sides. An example of the support of signal
spectrum is represented in Fig. 1 (the parallelograre rectangles there; a closed form of a sagplin
expansion for such a signal is derived below).

If w; andw; are the (vector) sides Bf then the support of the image is:

S={ P+ ko, + ko, | kI § kI $ 130
where S, and S are some finite sets of integers.

We denote:
card(§) = K; card 9= K KK= N (31)

We shall consider the 2D quantities as column vscto
If x(t) is a signal from the considered class, we shadwskhat there exisiN interpolation

functions f, (t) such that:

YO =33 v (Ven) f(t-V,n), (32)

k=1 mn

wherey and theyy are linearly dependent on Ve is the sampling matrix, whose expression is to be
derived below. A prime will denote vector and matransposition.
An important result of the Information Theory stathat the minimum sampling density which

uniquely determines a finite support, finite enesgynal is 2tdivided by the area of the support of the
spectrum (Shannon-Landau). We shall provide noversstcuctive way of achieving this sampling
density by means of the Papoulis’ Multi-channel Blmg Scheme (MSS) [pap_81], [cheung_93]. As
shown in the previous subsection, in the origimedrgement of the MSS [pap_81], the sigré]) is,

on one hand, the input of a filtét (), whose output is denoteg(t), and, on the other hand, it is the
input of N filters H,(®), whose outputs are denotey(t),k=0..N-1. The outputy can be

expressed in terms of the samples ofjhend some interpolation functions as follows.
From the linear systems theory it is known that:

1 o
y(t) :H”s X (@) H(w) €°" do (33)

(capital letters denote Fourier Transforms, eXdw) is the Fourier Transform of(t) ).
Consider the2x 2 matrix:

W =[w, [w,], (34)
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and let@,,|1 =0..N -1 be somaV-periodic functions inm such that:
. N-1
H(0)e? =) H (0)® (o). 35)
1=0

The existence and the construction of theresult from:

rﬂm+wméwzfﬁﬂm+wmqmmx (36)

00OP,kOSx S

where the periodicity of thep, has been taken into account. (36) is lix N linear system of
equations which admits a unique solution if itsedetinant is nonzero a. e. on P:

A=detH, @+Wk)]Z0 ae.ontF (37)

In the context of the MSS (37) is known as the pwiglence conditioifsee also the preceding
subsection).
From (36) the®, can be calculated dA and extended t& throughW-periodicity. Furthermore,

they can be expanded in their Fourier series, eotfficientsh , for everyt :

@ (0.1)=3 0 (o, (38)

The substitution of (35) and (38) into (33) yiel@dter interchanging the order of summation and
integration:

YO =Y S R00% 5[], X(0)H @) " d. (39)

1=0 n
We can introduce now the sampling matrix:
Ve =[Vg | Ve, ] =21(W ™), (40)

and, by using again the expression of the outpatlofear system, we get:

YO=3 3y (Vemb(m.). (@1)
Theb, satisfy:
B(,)=h(0t-Von)= f ¢ -Ven), 1= 0.N-1 42)

Indeed, the substitution af with t -V m in (35) yields, after some manipulation, and byng<38):

H(@)e™" =3 H(@)F (- Vem)x 770 (43)
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There results:
b(n,t-Vem)=Q(n+m,t), (44)

wherefrom (42) can be obtained by makimg O.

The result in (32) covers more types of gaps exgpectrum than other procedures such as band-
pass sampling [vau_91], the multi-band samplingbor_85], and the gap sampling [hig_87].

An important issue in connection to the MSS is @teung-Marks stability, discussed e. g. in
[brown_91]. The results presented there can bdydssnsposed to our case. For example, the scheme
presented here is stable if the determinant (3@pisded away from 0.

We shall give now an example of a 2D signal wjtectrum containing gaps and the corresponding
sampling expansion at a minimum sampling densityngitler a 2D, finite energy, complex valued
signal whose spectrum support is represented inlFiQue to the particular, rectangular shape isf th
region, the interpolation kernelg, from (32) separate. We shall take theandHy as pure delays in

the first variable, in order to express a shiftedsion ofx in terms of its samples:

H (o) =e/“,

_ (45)
H, (o) =e“*, k=0...3.

4
Q2
_— >
-51/2 Q2 /2 5Q/2 ¢,
— 2

Fig. 1. The support of the spectrum of the signaiifthe example presented in

Section IlI.
If we choose:
50 30 Q0
P=[-—2 =L x[-=2 =3 46
[ 5 5 1% > 22] (46)
then:
S ={0,1,3,4}, S ={0}. (47)
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We need the following simple algebraic identity:

1

O

d
D(a,b,c,d)= s (; £ =Vi(abcd(as a¢ adet be bd g (48)

C
at bt & d

3

(o)

1

a
a

4

whereV, is the fourth order Vandermonde determinant. Diegaplication of the MSS and of (48)
leads to:

_~ 2w TN\ e TN 2T
X(H‘Tiz)—;(%)x(rha Turbgz) f(t rlgl) f(t, anz), (49)
where:
sin(2t)
f(t)zg—zz, (50)
?t

and thef, can be obtained through the circular shift of teie{6,1,2,3} from thefy(t) listed below (51).

sin[&(t—r—ro)] sin[&(t—r+rl)]sin[&(t—r+r2)]sin[&(t—r+r3)]
fo®) = ;212 — 7] . ?21 . le *
7(t —T-1,) Sm[? (T, - To)]Sm[? (T, To)]sm[i2 (T3=7)]

cos%(t—r—rl+r2+r3)]+ cos[% (-7+7,-7,+7,)1 cos[% (-7+7,+7,-7,)]
X .

COS% (To t1,-7, _T3)]+ COS% Q-O_Tl-l- Tz_Ta)]"' COS[%TO_TFT ' 3)]

(51)

The delays must be chosen such that the indepeadendition (37) be observed. Note tf{#t from

(50) is the usual Shannon interpolation kernel, tdusur particular choice of the region of support.
Another contribution to sampling of signals whagectrums contain gaps has relied also on the

MSS and involved derivative sampling, this timeanlD context [02_03_S]. The work has been

triggered by the renewed interest on the PapddiES at that time [sei_00, eld_00].

We have considered this time a signal havng thetspa with the support depicted in Fig.2. We took

the basic (angular) frequency intervm:{—%,%}, so that the signal spectrum support can be
written asS= U (I, + k@), kO K={-2,-1,1,2}.
kOK

The general MSS is represented in Fig. 4, so tashkould takéN=4. If the sampled outputs of the
MSS, with H(w) =1, are supplied to the inputs of the system in Bigthe original signal will be

reconstructed at its output provided that the feilgy orthogonality condition is observed:
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> H (@+aQ)F @+ p2) =412 H(w+ p2), B d) Kol |, (52)

TheF, can be found from thidy, by matrix inversion, using (52).

X(w)
Q
X(t) y(®
——Hw —>
BRI -3Q2 -QR2| Q2 302 5212 yal®
Fig. 2. Spectrum of a bandpass Ho(e |22 %,
.o a(t)  ya(t)
Ysolt)
— Foa) X H(a i) %»
*ee cee 90 vy
v
Ysi(t) S0) P> 0 Yna(t)
A Hya(a)
o 0 o dr(t)
ys,Nl(t)
Fna(a) Fig. 3. The Multichannel Sampling Scheme. N=4 in
. . . ) the example.
Fig. 4. The general reconstruction diagr&n4 in the
example.
A sampling expansion is of the form
N-1 o
x()= > %(nT) f(t-n7) (53)
1=0 n=-c0

where thd are the interpolation functions aﬁd:%T is the sampling period. The following steps are

to be done for finding thg, as we have shown above (we demete jw, 0= jQ):
1. Solve the system of equations

H(s— ko)exp| (s- W)]zicb,(st)lﬂ(s- k) K (54)
2. Find th€f, from
f () =% [2% & (s dw. (55)

In order to find a derivative sampling we take
H, () =(jw) ,1 0.3, (56)

The matrix of the system (54) can be conveniemttydrized as follows
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with

After performing matrix i

where we have denoted

1 s-20 (s-2) (s )]
1 s- ~g) (s-20)°
s-o (s 0)2 (s )3 AR

1 s+o (s+tog) (sto)

1 s+20 (s+20) (st )’

1 -2 4 -8 1 s ¢ s
A=1_11_1,8=00280 3520.

11 1 1 0 0 o> 0°

12 1 8 oo o &
nversions we get
?, expl(s— D) t]]
?,|_1 exp| (s-o)t] (57)
@;| 12 | exp[(s+0)t]
?, exp (s+ 2)t] |

@ ¢ 2 T

S 1 S 2 3s 1
PR s gty o

s ¢ . 8 s & 2 s 2
Tl i T 5 Tt e

s & .8 8 .s & 2 s 2
8 2 e T 5 T e Ty

s 5 1 ., s .8 2 3s 1
A= B A R g I

(T denotes here matrix transposition).
We can perform now the multiplications in (57) aafier reintroducingvand 2, we get

¢1(w,t):%¥‘1){4[4cos(_ot)— cos(22t i ja)EZ [sin(Zx ¥ 8sin@x

—(1'60)2%[(308(2(2t )~ cos(x )k (wjé [sin(Zx ) 2sin@ )]},

o (o) = £204)

12

—(Jw)Z%[Sin(?—Qt)— 2sin@@ )]},
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de,t)z%;d){?A;[cos(Qt)—cos(Z)t )ia ja)Ei [sin(2X ) 2sinex )]}

_2exp(ja) 1

Pi(@1) 12

[2sin(@t)—- sin(22t )]

Now (55) must be applied to these functions in orte find the f.. Integrals of the form
sin(t /2)
/2
| >0 we can apply the derivative theorem [opp_83]tfe Fourier transform, and we find that the
integrals are equal td ®(t). Final expressions for the interpolation functiofigt) can now be

derived by direct calculation, but we will omit thdor brevity. Instead we will study an example.
In order to get some insight in the behavior @& ttuncation error, we have applied (53) to the
signal represented in fig. 1, whose expression is

sinz—gt

4 30t 2
x(t) =—co§ — |——= |
® T {2) t?

J‘i/zz(ja))' exp(ja dw,| = 0.2 must be calculated. Fdr=0, the result isf (t) = . For

and whose maximum value is 1ta0.

For Q =27, that gives the sampling peridd=1, we have increased 100 times the sampling rate in
the interval [0;1]. We represented in Fig. 5 thesa@bte, maximum truncation error in the
reconstructed sample points, as a function of timaber of terms (the series have been truncated by
considering only R+1 terms from N to N). It can be seen that the result is satisfactory.

10°

10t

10 ¢

error

10°F

107k

10°

0 20 40 60 80 100
N

Fig. 5. The truncation error.
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C. Sampling Expansion on Lattices for Multidimensip Multi-Band Signals
We have proposed a sampling theorem for finiteggnamultidimensional, multiband signals, with

sparse spectral support that does not necessieilRt' under translation [06_03_S]. The spectral
support of the signal is generated by translatioa finite number of sets included in a fundamental
region of a lattice, whose dual determines Madimensional sampling grid, and it is included in a
fundamental region of a sublattice of the giveriidat We have used Papoulis' MSS in order to
achieve the necessary sampling density. We hawilatdd bounds for the energy of the aliasing
error.

Sampling theorems for multidimensional signals @aneortant in Fourier imaging applications
(sensor array imaging, synthetic aperture radagnetéc resonance imaging), space-time sampling
etc. This problem is also extensively covered tierditure, for the case of signals having the spectr
support included in amN-dimensional parallelepiped. The case of a rectamgsampling lattice
[brown_89] is extended to general lattices [che@&3d, by using the MSS, and further extended to
periodic/nonperiodic hybrids [izen_05].

We consider complex valued, finite energy, cordumyN-dimensional, multiband signals, whose
spectral supports result from translations of some finite sets, aomed in a fundamental region of a

lattice L, (anN-dimensional parallelepipedy.is contained in a fundamental region of anothttick

included inLy, and it does not til&kN under translations in general. In order to achi@sampling
density lower than the Nyquist rate, which in tbése is equal to the reciprocal of the volume ef th

parallelepiped containing, anN-dimensional MSS is used. We thus generalize tdidnmensional

MSS the one dimensional multicoset sampling treatefdenk 00, venk _01], and we obtain Bn
dimensional smling expansion.
Consider anN-dimensional, complex valued, finite energy, comtins signal, with a spectral

supportS included in arN-dimensional parallelepiped. This assumption makedattice formalism a

natural choice. We will use [izen_05] for definiiand properties of lattices relevant to sampling.
Consider a latticd, generated by the column vectarg u,,...uy and denote the corresponding
matrix U =[u, u,...uy]. The canonical fundamental region fgris

N
¢, =u[o,)N ={f ORN |f :Zviui Osu <1 (58)
i=1

Consider nextM disjoint, connected subsets fro®™: G, 0C,, mOM ={1.M}; each G,
generates by translations of vectors friogra partS,, of the spectral support:

S, = U (GO Up), P,OZN (59)
pUR,

(O denotes translation of a set of points by a véctdfe supposeP,, finite and we denote

card(®y, )= Py,
The spectral support of the signals to be samplgilven by

S= U S (60)
mIM

We packS as compactly as possible in a fundamental regi@nlattice L, O L, , generated by some
vectorsw;, i=1.N, and let W =[w; w,..w,]. Without loss of generality, we can assume that th
fundamental region is canonical,
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N
c=wpo,)N =f ORN |f =Zviwi <y <
i=1

Two-dimensional examples of this arrangement agegmted in Figs. 1 and 2.

(a)
3 R
-
[ wo AN N/
i O A, | |
o o/
T A S/ N
2 1 1 1 1
o S wy
' ' ' — Fig. 7. Spectral support in two dimensic
Up fl
when the vectorsv; are parallel to thay;.
(b) The marked subcells belong & Subcell
Fig. 6. (a) kndamental region of tl marked with the same pattern correspor
lattice L, and the setsG, (b) a given P, C, is the parallelogra
Fundamental region ofLy, and th determined by, andus,.
signal's spectrum support in t
dimensions.

Fig. 7 contains the special case when the veuatoase parallel to tha;.
It is known [izen_05] that there exists ldrby-N matrix L with integer elements such that

W=LU. (61)

Let L=|detL |, f'0C,, and A={f'+Un|nDZN} =L, Of'. Due to the linearity of (61) and to

volume conservation, the sétn C hasL elements [izen_05], so th&, < L, mOM .

Consider now a finite energy, complex valued digbandlimited toS, which is sampled with a
MSS, as in Fig. 8. The filters with the frequency responsiEgf) are known, while the filers with
frequency responsé&(f), bandlimited taC, must be determined such thgf(t) = x(t) if it is possible,
where xq(t) and x(t) are the output and input signals, having the eouransformsXy(f) and X(f)
respectively.

As the sampling signal isz J(t —(U‘T)n), with V7T =(v™HT denoting the transpos&™, i.e. the
A
sampling lattice is the dual df), the sampling density i¢P|detU [)*. The volume of the signal's
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M
spectral supportis) B,V(G,,), whereV(A) denotes th&l-dimensional volume of a sét In order to

i=1

be able to reconstruct the signal, we must takemaxP,,.
MM

The input-output relation in the frequency donfainthe system in Fig. 8 is

P
Xo(f)zuz X (f —Vn)z A (f = V)Y (f), (62)
noOzN k=1
where
Ay = [HO.F OsuppK )= 63
k 0, otherwise '

andU is a shorthand notation f¢pdetU , which is equal to the volume 6.
The conditionX,(f) = X(f) is true in general if

P
Zﬁk(f—Un)Yk(f):Uid,?, 08, (64)
k=1
and, by tacking into account that theare bandlimited t@:

P
Zﬁk(f —Un)Y, (f)=0, fOC\S. (65)
k=1

Gy

H, Y1

1

G

X(f) Xo(f)

|
<

Gp

L | He 4%_ Yp

J(U-l)T

Fig. 8. Multichannel sampling scheme

We begin the analysis by finding some relevant equences of (64).
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It is known that everyf OC can be uniquely written a=f'+ Ur,f '0Cy,r 0zN [izen_05]. If
fOS, thenf'0G,, andr OR, for somemOM . By denotingr —n =p and by taking into account
(63), (64) becomes for eachd M

P
§:ﬁdr+umnawum=&q; £'0G., prOP,, (66)
k=1

where we have used Kronecker's delta.
Consider the matrices

Hm(f) =[ay,d =[ H(f'+Up)],
Yo(f) =[by] [ Y+ Up)], (67)
pOR, k=1.Pf TOG,

For every vector index, the lexicographic ordetaleen. The dimensions of these matricesRye P
and P x B, respectively. The system (66) can be written as:

M )Y )= 51 (68)

We assume that thé,, has full row rank for eacin, which in the context of the MSS is known as
an independence condition.

ThenY,,(f)=UH X ), f'OG,, (69)

where H;ql is a left inverse foH,. Performing (69) for eaclmO .M , the Y, (f) result forfOS.
Since B, < P, the solution is generally non unique. In the eahtof one-dimensional multicoset

sampling and reconstruction of multiband signatspptimization procedure has been applied in order
to find the solution that minimizes the reconstiartcterror [venk 00, venk 01]. Since that situati®n
a special case of ours, it can be assumed thanikischoice could be performed with the class of
signals we have considered.

We study now the consequences of the system T6iEre exists of course the trivial solution
Y. (f)=0,f OC\S, but (65) generally admits other solutions thabatould be used as stated above.

We remind that, due to linearity and volume conaeown, for eachf '], , there exist pointsf from
C of the shapé =f '+ Un (see (61)). Let these points be characterized BY.,,(f '), card(,,, )= L for

f'0G,, mOM. We divide the points i€ \ S into two categories: the first one, denot&d, consists
of points f =f'+Us,f'0G, for some mOM, so thatsOL,(f)\P,. The second category is

D=C\(SOS°).

For f 0S¢, by using the substitutioh=f '+ Us, f '0G,,, and by taking into account (63), for every
mOM (65) becomes

p
zzﬁkﬁ4Upqu+U$=Q £'0G,, pOP,, SOL.f)\P,, (70)
k=1

We introduce the matrix
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Y ) =[ee] =[ Y (f'+ Us] (71)

of dimensionsPx (L - R,), where again lexicographic order is taken for\aetor index. Then (70)
can be written in matrix form for evempd M :

H(F)YE()=0p . (72)

It follows that Y3 (f') can be any matrix that satisfies (15) and, conseifyy we have determined
Y (f) onS°.

If fOD, then ﬁk(f -Un) =0 for everyf ORN , asf ~Un0O S, so that they, (f) can be arbitrary.

The existence of several solutions for the recaottn filters is due to the fact that the sampling
density is generally higher than the reciprocalttef volume of the spectral support. However, if
P, =P for a certainm, then the solution of (68) is unique (provided thdependence condition,

which becomesletH ,, )# 0, is met).
We remark that, for situations like the one degglan Fig. 7, the setg,,(f ) do not depend of

In order to obtain a sampling expansion for theaig(t), with Fourier transfornX(f), we take the
inverse Fourier transform of (62) witk,(f) = X(f). Let g, (t) the inverse Fourier transforms of the

signalsG, (f) = X(f) H,(f) defined in Fig. 60, and let * denote convolutigve have

P
x(t) =L ZYk(f)x X(f)Hk(f)*UZcF(f—Un) =
k=1

nCzN
P
=) %O D e at-uTn
k=1 nozN
Finally, there results
P
X0=) D aUTmyt-vTn). (73)

k=1 nozN

We obtained the following

Theorem A finite energy, complex valued, continuous siguizfined on RN , which has a spectral
support in the shape of (60), sampled with the MEEig. 8, with the frequency responses of the
reconstruction filters given by (69) and (72), teninterpolated from its samples taken at points
(UY"n according to (73), if the matrid,, defined in (67) has full row rank for eachd M .

We now present bouds for the energy of theendrggdrm) of the aliasing error.

Suppose that, caused by signal mismodeling, teeists some out of band energydws. If we
split the Fourier transform of the input signaltimo terms: X(f) = Xg(f) + X, s(f), with the two
terms in the right hand side bandlimited@andC\S respectively, then, due to linearity, the output

signal can be written a¥X(f) = Xgs(f) + Xoe\s(f) , where each term in the right hand side is the

system output when it is driven by the correspogdérm of the input.
Since Xy5(f) = X5 (f) by definition of the MSS, there results the follog expression for the

Fourier transform of the aliasing error:
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ey=1" "% a7
()= Xo(f) = X(f), fOC\S’ I

The energy of the aliasing error can be obtaineishtegration:

5=I |EF)P of . (75)
C\S

For fOC\S, we write againf =f'+Un with nO£(¢f") D02z, andf'0C\G, G= U G- As
miMm
we have shown above, for a giverilCy \ G, the cardinality ofZ(f'), i.e. the number of corresponding
pointsf OC\S is

L, f'0G\G

. {76
£-P,, f'0G,

card(C € ‘))={
The expression of the Fourier transform of the ougignal orC\S is similar to (62), except the use of

H, instead ofI:|k. In terms of' we have

p
Xo(f "+ Un) :UZ Z Y, (F "+ Un) xHy (f + Um) X(f + Um). 77
k=1 mOL(f )

We introduce the following vectors and matriceghwe vector index in the lexicographic order:

X(F) =[a,] = X(f'+ Un),

Xo(f) =[] = Xo(f'+ Un),

E(f’) =[c,] =E(f"+Un),

Y () =[din] = Y(f'+ Un),

H(") =[&] = Hi(f'+ Un),
nOL(f),k=1.P.

(78)

From (77) and (78) the following matrix equatioms abtained
Xo(f)=UYE)HE)XE)=AFIX(E),
and

E(f)=Xo(f)-X(f)=

(79)
=[A(F) —1IX(F) =B(f) X(F),

whereA(f') andB(f") have obvious definitions.
We denote byl the hermitian transpose of the matrix or vetfolWe have

ET(F)EF)=X" 9B )B(E X (F ) =X" ( )R(E IX(E) (80)
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The matrixR(f ) =B (f \B(f ) is hermitian, so its eigenvalues are real andtipesi_et Anax(f) the

maximum eigenvalue, and lef,, =supi € ). From (80) there results after summation,
f0C\G

integration ovelo\gG, a change of variable t3S, and by tacking into account (75):

e dna| IXOF S (81)
C\S

We obtained an upper bound for the energy of tfasiag error when the spectral support is not
band limited toS, but it is however contained l§; in terms of the signal's out of band energy.

Obviously, a similar lower bound can be obtainesigdeon the smallest eigenvalueRof
This concludes both the presentation of selecesdlts in Sampling Theory and the Section
dedicated to technical contributions.
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2.6. Development

The planning of future research relies on two dioms: Applied Electromagnetics and Solar
Energy and on the interference between the twoghaamtennas powered by solar energy.

The field of Applied Electromagnetics is plannexd lie developed within the Department of
Measurement and Optical Electronics, Faculty ofcEtamics and Telecommunications of Tywara
by extending capabilities and assets of the Laboyraif Microwaves, Antennas and Electromagnetic
Compatibility, by further cooperation with partnensd finding new ones, by attracting new qualified
personnel and by involving students in research.

Following personal efforts in attracting fundinte Laboratory has been equipped with a high
performance 24 GHz Vector Network Analyzer, a hggrformance and two average performance
Spectrum Analyzers, a high performance Sighal Geoerand a wide range of general purpose
electronic equipment: signal generators, power lgegpmeasuring instrumentation and laboratory
tools. This assets, together with general purpasepaters allowed for designing and measuring
performances of the metamaterial based devicesawe tievised and reported in a large number of
publications in the last three years. For the riaare, a TEM cell or an anechoic chamber and
laboratory manufacturing facilities for microsttjeards are planned to be purchased. This will allow
for independent development of passive structwsiese, at the present time, measurements can be
performed in our laboratory but manufacturing &lied within the facilities of our partners.

The future research directions in Applied Electagmetics are planned to continue in finding new
structures inspired from metamaterials having uausand useful properties and applying this
structures in filter design and realization, insmmdevelopment and in finding new designs for gowe
distribution networks of high speed digital or mixsignal integrated circuits and printed-circuit
boards. However, the palette of applications ofameiterial inspired devices we intend to tackleois n
supposed to be limited to the above listed oneschwive have already approached. Electronically
controlled beam steering, holographic surfaceqedon engineering applications and new control
techniques will also be considered. As the liteatteviewed in the previous sections reveals, this
research is still performed in university-basedotabories. Patents owned by large international
corporations have been issued only in the lastamthiree years and industrial applications aré astil
mater of future. However, the same literature risviieat the interest in industry is constantly girayv
for metamaterial-based solutions.

On the other hand, scientific interest in metamaieis growing due to the unusual properties that
allow for propagation control of electromagneticves Super-prim and super-lens effects and
clocking are other topics that attracted the irgiecd researchers who published their results m-no
engineering oriented journals. Nevertheless, ergmiavolved in research played an important nole i
discovering and revealing these effects. This gngviield of dispersion engineering is thereforeyver
promising. Our contribution consisting of the creatof a periodic structure with electromagnetic
band-gap between every two modes of propagatidmmihe first eight ones is a very good start for
this field. In order to be appropriately controlleslaves should be carried by a single mode. Our
structure provides a wide variety of single modepagation, at a wide range of frequencies.
Furthermore, techniques such as scaling, use dfppleupatches and vias and altering of geometry can
be used for modifying the dispersion diagram irg@iency in order to devise structures that meet
specific frequency requirements.

It is our intention to tackle the phenomena relate wave propagation control. This involves
considering interfaces between various periodicasgperiodic and homogeneous media. Since
periodic and quasi-periodic media are man-maddijrfgsuch metamaterials with good properties is a
generous subject of research. It is also a newesybif viewed from our perspective. However,
engineering applications are the reason for oueameh. Therefore we will target finding new
engineering solutions, such as new designs foriymdseam splitters, microwave lenses and
holographic surfaces.

Devising new structures for power planes in highesl circuits in view of mitigation of parallel-
plate noise is another interesting research figldh connection to signal integrity issues and
Electromagnetic Compatibility in general. As shoimnthe previous sections, we had good results
related to this topic. Modern high-speed circuite atacks of several metal planes separated by
dielectric materials, which may be different, soyrhave different constitutive parameters. The metal
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planes are connected by vias. The pins of the nedudévices can be connected to the metal planes
equally through vias with metal walls. When a faiginal switch occurs at one pin, the transient
current density in the metal walls of the vias gates an electromagnetic wave that propagates
through the parallel-plate waveguide created by rtietal walls. With many almost simultaneous
switches, the resulting electromagnetic signalsehhe character of a broad-band noise, althouigh it
essentially deterministic. This kind of noise isatalled "simultaneous switching noise" or "ground
bounce noise" and it can cause alteration of th@epasupply of the circuit, since modern MOS
devices require low voltages.

An obvious solution for mitigation of the paraljghte noise consists of embedding a
metamaterial-based high impedance surface havinglesiromagnetic band-gap in the frequency
range of the noise. Devising such a surface regjaiaeeful research for finding an optimum because
several factors concur. First, the spectrum ofnibise is low-pass. The electromagnetic band-gap can
start from DC only if the power planes are elealhic connected together, which is clearly not an
option in this case. Therefore, the electromagnéi@nd-gap can only expand between two
frequencies, the first one being required to béoasas possible and the second one sufficientii hig
to cover the whole spectrum of the noise. A pedalirface with such feature can be obtained by
selecting large dimensions for the unit cell. Hoarethe whole surface is of finite size due to $mal
dimensions of modern circuits, so that the sizéhefunit cell must be as small as possible since a
large number of unit cells are necessary in ordeapproximate the behavior of an infinite surface.
Therefore, other solutions must be considered asatew designs of the metallic patches and number
and placements of vias.

A second problem in design of periodic surfacdésnided for mitigation of parallel-plate noise is
coupling of signals between vias. A signal havirfgeguency comprised in the electromagnetic band-
gap range has an imaginary propagation constanthemefore is evanescent. However, such a signal
can couple between vias if sufficiently close aadlp positioned. The influence of vias placement is
subject of current research.

Another direction in current development of desit@sed on metamaterials is filter construction,
with the two alternatives: fixed and switchabletaumable. Both possibilities have been explored and
several multi-band filters have been proposed @wvdf applications, especially for modern wireless
systems. We have also tackled this field, devisasl structures and performed parametric studies in
view of meeting application dependent specificaiodowever, much work has to be done in the
future in order to match the level of flexibility design of classical solutions. Closely relatethés
problem of signal coupling. Although solutions ¢xieew designs are necessary for improvement.

We have also approached the problem of switchienldi We have proposed several structures that
allow switching between different frequency resman®.g. from band-pass to low-pass. Switching is
accomplished by means of electronic control elemenich as MEMS, FETSs, varactor diodegpior
diodes that alter the geometry of the surface amtbeqjuently the frequency response. A further
extension consists of tunable filters that relynoodification of capacitance of varactor diodes tigto
the biasing network. We have introduced novel baséchniques and assessed the impact of the bias
on the frequency characteristics and we intendutthér develop these studies and propose new
practical realizations.

Up to this moment we have not approached appicatdof periodic surfaces as open structures. We
intend to do that in the future, again in both sohs: fixed and tunable. The field of applications
extends from leaky-wave antennas to electronic#igrable ones and up to holographic surfaces.

Successful research activity is not possible witremoperation. Up to now, we have cooperated in
the field of Applied Electromagnetics with a tearonfi the Budapest University of Engineering and
Economics, with a team from the Laboratory of Ami@nand Electromagnetic Compatibility (LACE)
from the Politecnico di Torino, Italy and with tHeesearch Group in Magnetic Fluids with the
"Politehnica" University of Tingioara. The first one involved setting up a waveguigieasuring
systems of constitutive parameters of seeds (ssiehga wheat) in X band in view of optimization of
microwave heating process. The cooperation with EAfas both a teaching side and a research side.
On one hand, within the teaching side we have mestaeight hour-courses for several years with
topics from theS parameters applications at the Politecnico andll@ague from Italy taught eight
hour-courses with topics from Smith chart applwasi and constitutive parameters. This teaching
cooperation is in the framework of the SocratesasEius European program and is continuing and
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planned to be developed with undergraduate stu@eat$?HD students exchange. On the other hand,
the research cooperation in the field of metamaltefiad as a result the publication of more than 20
scientific papers in refereed journals and procegdiof international conferences in the last three
years. This very good start is supposed to be moati also in a formal framework. Besides
applications of metamaterials listed above, thig fid metamaterial-based sensors will be approached
in the next future. Furthermore, an enlarged craijmn is planned between the two parts and the
Research Group in Magnetic Fluids, based on pneéimiresults on X-band waveguide measurement
of constitutive parameters of materials contaimago-sized magnetite particles. Since the matisrial
planar, embedding such slabs in the periodic sesfase have studied may lead to interesting
engineering consequences.

The presented research directions and topics lamaerials and magnetic fluids, together with
existing equipment and computing facilities coméita sufficiently large field to accommodate full-
time researchers, doctoral students and diplontesta. Funding can be ensured through national and
European grants and contracts with economic partimethe geographical area, where automotive
industry now uses microwave systems, transmissi@s land components and is interested in signal
integrity issues.

Education in the field of Applied Electromagneti¢éigh Frequency Techniques, Antennas and
Propagation and Electromagnetic Compatibility) sak#ace both at an undergraduate and at a
graduate level. Students are provided with spegciatitten teaching material and an experimental
equipment for laboratory training consisting of Znbl devices and measuring instruments. A normal
enhancement of teaching facilities is expectedhénftture. However, technical knowledge acquired at
the first two levels in the field of high frequenapplications is not enough for performing research
activities. Therefore additional courses must tenpéd at the doctoral school level. At least two
courses have to be introduced in order to enswsm@oth transition from school activity towards
research: 1. Microwaves, Antennas and PropagatioAdvanced Topics and 2. Microwave
Measurements. Various teaching material, existimpiatories and equipment and experience gained
by the personnel working in the field ensures tbespility to perform this teaching activity. After
finishing the introductory courses, doctoral studeare supposed to gain experience and obtairtsesul
by working in the research laboratory under theesuipion of and interacting with the doctoral
supervisor and with his/her colleagues in a tearrkwavironment.

Besides working with doctoral students, constambperation with other research teams and
laboratories will be considered. Our experiencenshiinat large research structures are not effidgrent
our particular situation. We will rather considerrhation of small ad-hoc groups or teams created fo
solving problems and for application for grantsjpecific research targets.

From the above presentation, it is clear thatriaén research topics are planed to belong to the
field of Applied Electromagnetics. However our esipace in the other two fields where we have
worked and obtained results, namely Signal Proegsand Solar Energy will have an important
impact on our future development. Signal Processmagibiquitous in modern applications of
Electronics and expertise gained in working in tfidd is planned to be applied in sensor
construction. Moreover, filtering applications wéanqned to develop using metamaterials are not
conceivable without solid knowledge and experiancgignal Processing.

The Solar Energy field is still in developmentthé "Politehnica”™ University of Tirgoara. As
shown in Part Il, mainly practical applications Bdyeen considered. Since we are still involvedhén t
team following a fruitful cooperation, we will parpate to measurements and feasibility studies. A
particular topic we have the intention to tackleypdes a connection between Microwaves and Solar
Energy: construction of Solar Energy powered eqgeimmCurrent interest is in solar energy powered
antennas, but other systems might also be conslideré¢his type of powering if intended to be pldce
in remote locations. In fact, this problem mightthekled from a more general point of view: find
specific requirements and design constraints fdarsenergy based power supplies to be used in
powering remote microwave systems.
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