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a b s t r a c t

The Yellow River, in China, is one of the largest hydro systems in the world. Flooding is a major problem
for the river, and therefore over the last 50 years a large number of interventions have been made in its
reaches and tributaries, in order to control the flooding events in the lowland area, downstream of the
Huayuankou hydrological station. The development of new technologies and approaches to decision
support has raised possibilities for creating new ways of managing the river and reducing loss of life, in
the case of flooding, for the people living within the embankment area of the river. Given the importance
of the river for the development of economic activity in China, it is essential to increase the under-
standing of the general flooding processes triggered by several reservoir operation scenarios, and then,
after applying them to a flooding model of a specific area, to test the findings. The main goal of the
research presented here is to investigate and develop the statistical inference between the operation of
reservoirs on the Yellow River and a set of variables related to the downstream flooding, such as the total
flooding volume and the peak discharge. The research shows that it is possible to use such inference
models as decision support tools, by reducing the number of explanatory variables to be included in the
simulations carried out to determine the appropriate reservoir operation.

� 2014 Elsevier Ltd. All rights reserved.

1. Introduction

There are many models that serve as tools for decision-making
in river management institutions around the world. When man-
aging and operating single- or multi- purpose reservoirs, it is
necessary to look at relevant measured variables such as reservoir
storage, released discharge, reservoir water levels, water quality or
total sediment in order to assess the objective of a reservoir
(Hassaballah et al., 2012; Loucks and van Beek, 2005; WMO, 2008).
The objectives should be analyzed during different time scales: for
peak or low magnitude extreme events, seasonal approaches (e.g.
winter, summer, for crops), annual approaches, or even, in some
cases, for the project life span. The objectives for reservoir opera-
tion can be broad and include hydropower generation, flood
management, irrigation, recreation and water supply.

The evaluation of reservoir management strategies implies a
search for an optimization problem, while trying to achieve the

maximumor theminimumof an objective function. The techniques
used during an optimization of reservoir operations range from
deterministic, stochastic, and simulation to heuristic approaches. A
number of years ago Yeh (1985) studied most of the operation
research techniques used for the development of reservoir opera-
tion for simplified schemes and found that these models were
difficult to adapt to real operational applications, when modifica-
tions were required to respond to changes on a daily basis. Rani
et al. (2010) compiled an extensive overview of the simulation
and optimization techniques used for reservoir operation under
climate change conditions, in view of the continuous need for
adaptation strategies for flood management. Main conclusion is
that nowadays optimization methods require extensive amount of
data and information of the systems modeled (Celeste and Billib,
2009) and long running times to achieve calibration (Dittmann
et al., 2009), therefore models can not be easily updated to be
used in daily reservoir operations.

While implementing and developing any of the above ap-
proaches, one issue is mentioned every time; the “curse of
dimensionality”. When dealing with modeling flooding events the
complexity of the task is determined by the identification of the
proper variables and constraints that drive the optimal operation,

* Corresponding author. Tel.: þ31 15 2151895; fax: þ31 15 3122921.
E-mail addresses:m.castrogama@unesco-ihe.org (M.E. Castro-Gama), i.popescu@

unesco-ihe.org (I. Popescu), s.li@unesco-ihe.org (S. Li), a.mynett@unesco-ihe.org
(A. Mynett), arthur.vandam@deltares.nl (A. van Dam).

Contents lists available at ScienceDirect

Environmental Modelling & Software

journal homepage: www.elsevier .com/locate/envsoft

http://dx.doi.org/10.1016/j.envsoft.2014.02.002
1364-8152/� 2014 Elsevier Ltd. All rights reserved.

Environmental Modelling & Software 55 (2014) 250e265



Author's personal copy

and any reduction of the number of variables is important for the
modelers in their timely response to decision makers. In order to
address the issue of computational time, one of the approaches to
solve reservoir operation is surrogatemodeling, inwhich amodel is
build to represent the functionality of the reservoir system by using
a set of explanatory variables for the reservoir operation in order to
estimate the flooding in the downstream of the reservoir. The
extent of flooding downstream of the reservoir system is described
by a set of dependent variables. Castelleti et al. (2012) classified
surrogate models in two categories; response surface modeling, in
which the set of dependent variables are represented as a resulting
surface and lower fidelity modeling, in which a less complex model
(with less explanatory variables) is run in order to reduce the
computational effort and still maintain the accuracy of the results.
Themain applications of surrogatemodeling aremainly to be found
in statistics and computer science. (Hussain et al., 2002; Gano et al.,
2006; Ratto and Pagano, 2010). Castelleti et al. (2012) also points
out that just recently surrogate modeling emerged in environ-
mental related fields. In agro-ecosystems planning, Pineros-Garcet
et al. (2006) used metamodeling for nitrate leaching and Audsley
et al. (2008) used a surrogate for estimating the socioeconomic
impact of climate change on agriculture in the UK. For water dis-
tribution system optimization Broad et al. (2005) used metamod-
eling for a design problem. Recently, Castelleti et al. (2010) used
linearization of multiobjective surface responses for water re-
sources emulation. Castelletti et al. (2007) used a neuro-dynamic
programming approach for designing optimal reservoir network
management policies. Ravazi et al. (2012), presents a review of
different surrogate modeling approaches specifically for water re-
sources. However, cases on reservoir operation for predicting flood
variables were not reported by the review.

The main challenge in using surrogate modeling is the deter-
mination of the proper set of explanatory variables to be used as
input for a model as shown by Bowden et al. (2005). The same
authors classify the procedure for selecting the explanatory vari-
ables in three categories; knowledge based, mainly performed as
an initial filter of data in an early modeling stage; statistical cross-
correlation and heuristic information based selection. A discussion

regarding the strategies to reduce the number of explanatory
variables in case of complex design problems can be found in Shan
and Wang (2010a, 2010b); Ratto et al. (2007); and Young and Ratto
(2009). All presented strategies are mostly based on sensitivity
analysis. Hejazi and Cai (2009) developed a heuristic approach
called “modified minimum redundancy maximum relevance”
(mMRMR), and coupled it with a generalized regression neural
network model (GRNN) as defined by Specht (1991). The meta-
model obtained was used to solve the case of day by day release
forecast for 22 reservoirs in California, USA.

The approach proposed herein is a simulation-based one, which
aims at supporting decision-making during a flood event. The
method offers the advantage that modelers can learn the behavior
of the system by testing the effect of different inflow hydrographs
on the operation strategies for the reservoir in order to avoid
flooding downstream. The surrogate model can offer support to the
operators by allowing them, in case of extreme flooding events, to
compare the incoming observed hydrograph with a known, already
tested incoming hydrograph into the reservoirs. Research tries to
address two main issues: will the operator be able to anticipate the
behavior of the system, by using the knowledge developed by the
surrogate model?; and based on the predicted behavior of the
system can modelers give advice to the decision makers so that the
operation strategy is adapted according to the new conditions.

The approach aims to provide a surrogate model that reduces
the day-to-day modeling computational effort of reservoir opera-
tions for flood management, by building a predefined model that
could be updated with new explanatory variables. This would
eliminate modelers’ guesswork of the process and reduce the
number of explanatory variables for the state of the hydro-system.

In its current state the research is exploratory and it is not
intended to be used at the YRCC. However, the implication of the
results suggests that it could be implemented for flood manage-
ment for real data hydrographs and that more research should be
performed on flooding patterns, extending the research to
computational intelligence techniques.

The paper is structured in five parts. Section One is the intro-
duction. Section Two contains a description of the characteristics of

Acronyms (alphabetical order)

ALL The set of explanatory variables used in the regression
model

DoF Degrees of Freedom
FMA Maximum flooded area (from Huayuankou to Gaocun

hydrological stations)
FMV Maximum flooded volume (from Huayuankou and

Gaocun hydrological stations)
FTA Time to reach maximum flooded area
FTV Time to reach the maximum flooding volume
G Guxian reservoir
GAM A set of 1000 Gamma Function hydrographs
G10 A set of 10,000 Gamma Functions hydrographs
HQa Average Discharge at Huayuankou hydrological station
HQp Peak discharge at Huayuankou hydrological station
HTa Average time of hydrograph (centroid) at Huayuankou

hydrological station
HTp Time to peak discharge at Huayuankou hydrological

station
HVL Total hydrograph volume at Huayuankou hydrological

station

INI% Initial Water Level in a reservoir as % from total
reservoir water depth

L Luhun Reservoir
MAX% Maximum Water Level in a reservoir as % from total

reservoir water depth
MR Multivariate Regression
Qb Base discharge of a Gamma or Triangular inflow

hydrograph in a reservoir
Qp Peak Discharge of a Gamma or Triangular inflow

hydrograph in a reservoir
rt correlation of training
rv correlation of validation
S Sanmenxia Reservoir
SK Skewness of the inflow Gamma type of hydrographs
SSE Square Summ of the Estimated Residuals
SSR Square Summ of Residuals
STO Summ of Total errors
TRI The set of 1000 Triangular hydrographs
Tp Time to peak of the Gamma or Triangular inflow

hydrograph
UNI the set of 1000 Uniform (constant) hydrographs
X Xiaolangdi Reservoir
XSEL The set of selected explanatory variables
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the Yellow River, along with the features that make it special from a
hydraulic and managerial perspective. In Section Three the concept
and the methodology applied to simulate the flooding events are
detailed. The proposed statistical inference model for the flooding
of the system is also introduced. Section Four presents the obtained
results and a discussion. Finally, the conclusions and analysis show
how an inference model, such as the one presented here, could be
useful for decision making during flooding events and for the un-
derstanding of the cause-effect behavior of reservoir-driven rivers.

2. Case study: the Yellow River system

The study presented here looked at the middle section of the
Huang He River, most commonly known as the Yellow River, in
China. The river basin covers a vast area composed of three main
regions (Fig. 1):

1) the upper river section, with the largest proportion of the basin,
is known for its complexity with regard to water and sediment
volumes. It is located between the Sanmenxia Reservoir and the
spring of the river in a mountainous region in the Qinghai
province. Most of the total sediment volume of the river (90%),
and more than half of the total flow (56% of the water volume)
originates in this area.

2) the mid Yellow River, which is characterized by the system of
reservoirs developed for the management of the river in case of
extreme flooding events and used for irrigation, water supply
and hydropower generation in normal hydrological conditions.
The river is mainly conveyed inside dykes.

3) the most downstream area of the river, as from Dongpinghu
station to where the river waters are discharged into the Bohai
sea.

The Yellow River has several special aspects that make it unique
in the world. The main aspect is the high ratio of sediment to water
volume. There is a small amount of annual normal natural runoff of
the basin, of about 58*109 m3, while the annual sediment transport

is 1.6*109 t. Among the 13 large rivers of the world whose annual
sediment transport exceeds 100*106 t, the Yellow River shows the
largest amount of sediment transport and average content.

Another special aspect of the Yellow River is the so-called
“hanging river”, as its most downstream part is usually called.
This is due to the fact that the riverbed is, on average, higher than
the land surface by 4e6 m. The lowland area is protected from
flooding by high embankments that delimit the river banks. Around
the city of Kaifeng the difference between the Yellow River bed and
the land is approximately 13 m. The highest differential between
the riverbed and the land occurs at Xinxiang city, which is around
20 m. This aspect is an important element to be analyzed in any
flooding study of the area and has no parallel in the world.

Flooding on the Yellow River has been an important issue
throughout history. Records dating from the pre-Qin Dynasty show
that the river had overflowed 1590 times and changed course 26
times in the previous 2542 years which means that on average
there is a flooding event twice in every three years and one course
change every century (Guoying, 2010). The flooding events occur
mainly in the areas from Tianjin city (between Hekou and the
Sanmenxia Reservoir) and Jianghuai.

A flooding event along the river can vary in time duration, and
given the catchment characteristics, it is known that flooding
events can develop ranging from a week to more than one month.
Adaptation strategies and reduction of flood risk have always been
very important, and therefore the overall water resources man-
agement and the operation of its structures have been entrusted to
YRCC (Guoying, 2010).

2.1. The Yellow River structures

In the middle reach of the Yellow River, there is a system of
reservoirs that is combined with a series of dyke structures as the
main elements for flood protection. The reservoir system is
composed of four reservoirs (Fig.1); two of them in parallel (Guxian
and Luhun) along the Yihe and Yilohue tributaries; and two of them
in series (Sanmenxia and Xiaolangdi) located on the main reach of

Fig. 1. The Yellow River location and the study area: the Middle Yellow River reach.

M.E. Castro-Gama et al. / Environmental Modelling & Software 55 (2014) 250e265252



Author's personal copy

the Yellow River. The point at which the water from the four res-
ervoirs comes together is immediately before Huayuankou, where a
hydrological station of vital importance for the river management
exists. According to this configuration the system can be defined as
complex (Lund and Guzman,1999). The largest reservoir in terms of
storage capacity is Xiaolangdi (101.20*109 m3) while the smallest is
Guxian (11.09*109 m3). The combined resulting capacity of
179*109 m3 and the maximum simultaneous release (discharge) of
50,156 m3/s are amongst the largest hydro-systems in the world
(Table 1). The main reach of the river downstream of the reservoirs’
region is composed of a main channel and lateral embankments
that are enclosed between the dykes. The main channel is not able
to convey a hydrograph with a peak higher than 4,000 m3/s,
without inducing a flood event in the lateral lowland areas.

In order to reduce the risk of flooding by minimization of the
flooding peak discharge, and in order to reduce the evacuation
tasks in the lowland area inside the dykes, the four reservoirs on
the Yellow River were designed as the primary solution at the
beginning of the 20th century. In chronological order the first
reservoirs built are the ones along the Yihe reaches, Luhun and
Guxian, and then the largest two reservoirs, Sanmenxia and Xiao-
langdi. The last reservoir built was Xiaolangdi, which entered in
operation during 2001. More reservoirs are planned to be built in
the future, but as of now this will take more than 10 years to
become a reality, and therefore they are not taken into consider-
ation in this study.

Downstream of the reservoirs, after the confluence of the
branches of the river, at Zhengzhou city, lateral dyke structures
were built in the river for flood protection. This large dyke structure
(1,371 km long) allows the development of the economy outside of
the main reach of the river, but it is almost impossible for Chinese
people living inside the dyke area (1.97 million inhabitants) to
evacuate and to avoid large flooding events without incurring loss
of life (Guoying, 2010). In order to increase confidence during
extreme events and to cope with discharges for flooding events
with a return period of 1/100 years (16,000 m3/s) at Huayuankou
station, both dykes have been raised during the last four decades.
Downstream in the river there are two storage areas, Beijingdi and
Dongpinghu, which are part of the system as well, the latter orig-
inally being a natural lake. The YRCC uses these storage areas only if
the input hydrograph at Huayuankou is over the established
threshold of 16,000 m3/s. These storage areas are located outside of
the study area and therefore are not part of the modeling process.

2.2. Managing flooding events

When dealing with flooding events, river management author-
ities from the YRCC have to address the questions of when to
evacuate, which areas are more susceptible to flooding and how
long it would take for a flooding event to be routed out of a basin. In
China, effort is constantly being made for the improvement and
development of software tools for flood management (Balica et al.,
2013; Gichamo et al., 2012; Popescu et al., 2010; Van et al., 2012)

and currently research is being conducted to finalize an integrated
tool for the management of the complex existing reservoir system
(Li, 2013).

This research relates to the above aim and deals with the re-
lations between the operation of reservoirs and flooding events.

The Yellow River uses a numerical model, also known as “digital
Yellow River”, for day-to-day modeling of the flow processes and it
constitutes as the main decision support tool for decision and
management of the reservoir system. The main outcome of such a
model is a single flooding response with each run. This response
can be used to forecast the amount of flooded area in the down-
stream river valley, or the length of time for maximum flooding
extent, but because of the extensive time required for the simula-
tion process to be performed, this cannot be done in a multi-
scenario approach. In this regard it should be stated that during a
flooding event operational meetings are performed almost every
4e8 h (depending on the case) and decisions are made each time
on how to operate the reservoirs based on real-time forecasts. In
order to operate the reservoirs properly in the case of extreme
events, it is necessary to have the largest amount of information
possible at all times, about the possible river behavior. If the current
existing model is operated during emergency flooding events, then
themodel responses will be gathered too late, and the answers they
provide after the decision has been made will be useless (inde-
pendent of the model accuracy).

At YRCC, decision makers may not wait for the digital model
results while taking decisions because the cost will be loss of life.
Moreover, in addition to the computation requirements, several
other explanatory variables need to be considered before running
the model, such as the operation of the reservoirs, the objectives of
each stakeholder at the table, and the number of possible scenarios
for response provided by the digital model. Such a huge task is
difficult to address in an emergency situation.

To ease this work it is common that preparation for such events
is done well in advance by simulating different possible flooding
events and the estimated results are taken into account.

In this paper the proposed surrogate model helps the decision
makers in addressing this issue. Moreover by using suchmodels the
memory and experience of past events is kept with themodel itself,
with its database of results, and it is not lost whenever a new
modeler takes over the task of running the model. As such decision
makers do not need to depend on a small group of people who have
expertise because of using the model, but they can rely on the
model itself.

2.3. Managing of the Yellow River sediments

One of the main features of the Yellow river is the sediment
volume and its transport. The water volume conveyed by the Yel-
low River is small if compared with the other main river in China,
i.e. Yangtze. Yellow River carries on average only 1/17 of the
Yangtze’s River water volume, however the annual sediment load
of Yellow River is 3 times higher than the one of the Yangtze River

Table 1
Main characteristics of the Yellow River reservoirs.

Variable UNIT Xiaolangdi Sanmenxia Luhun Guxian All

Latitude DEG N 34�55’23.5800 34�49’42.9900 34�12’1.1300 34�14’22.3900

Longitude DEG E 112�21’51.1300 111�20’43.7400 112�10’57.2500 111�16’41.9300

Minimum Level masl 200 290 290 478
Maximum Level masl 275 335 333 551
Minimum Storage 109m3 0.2 0.0 0.3 0.1
Maximum Storage 109m3 101.2 54.6 12.5 11.1 179.3
Minimum Release m3/s 2,830.8 0.0 112.0 150.0
Maximum Release m3/s 16,030.1 15,060.0 5638.6 13,427.0 50,155.7
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(Guoying, 2010). The heavy sediment load of Yellow River imposes
the need to be properly managed by YRCC. As a solution the San-
menxia damwas built, on the main branch of Yellow River and put
on operation on 1960 The presence of Sanmenxia reservoir changed
the morphological equilibrium of Yellow River (Wang et al., 2005).
Historically, it has been recorded that the riverbed can be scoured
10 m in 24 h (Wan andWang, 1994), however with the operation of
Sanmenxia reservoir a balance of sediment is maintained by using
the transport capacity of the river itself to flush and carry the
sediment during non flooding season (Wang et al., 2005).

The existing digital Yellow River model helped understanding
better that though the morphological stability of the lower Yellow
River reach is not achievable, the sediment loads are manageable
due to the existing regulation policies (Li, 2013; Liu, 2012). The
management of the sediments is primarily done during the sum-
mer and outside of the flooding season (Wu, 1992; Li, 2013).

During flooding events YRCC manages just the water volumes
that are released through reservoir operation, in order to minimize
damages in the downstream areas.

The model developed for the present research aims at
addressing the operation of reservoirs in case of extreme flooding
events. Sediment modeling was not included in the proposed
methodology model is valid under current morphological condi-
tions to inform daily operation under flooding emergency. After
each flooding event the in situ situation needs to be analyzed and if
morphological conditions have changed significantly, then model
needs to be re-calibrated.

3. The surrogate model

3.1. Model description

Present research proposes a surrogate model that uses a poly-
nomial multivariate regression meta-model in order to address the
reservoir operation of the Yellow River. The selection of input
explanatory variables for the regressionmodel is done based on the
decision makers knowledge of the system. Li (2013) presents in
detail how decision makers meetings are taking place at YRCC and
what are the most important variables to consider when dealing
with floods. The initial selection of explanatory variables is 20. In
order to reduce further the computational time of the model, cor-
relation analysis is used for the selected number of explanatory
variables. Stepwise (backwards or forward) approach can also be
used to reduce the number of variables however when used in this
research it did not show significant reduction of the number of
explanatory variables (Castro Gama et al., 2013).

It is now known that climatic variability is a part of themodeling
process (Milly et al., 2002; Stocker and Raible, 2005) and during
simulation of flooding events the typical approaches for setting up
models based on design flows seem to lack significance when these
are created based only on historical records (Merwade et al., 2008;
Jung andMerwade, 2012). Yellow River historical records show that
the shape of the hydrographs at Huayuankou hydrological station
changed in time from tall and thin to low and wide from 1962 to
2003 (He et al., 2008). In order to comply with this behavior current
research uses synthetic hydrographs, of diverse shapes, to simulate
extreme flood events entering the Yellow river reservoir system.
The set of variables which define the hydrograph shape has been
created using a Monte Carlo analysis.

Moreover, in the case of wide large rivers, such as the Yellow
River (Fig. 1) or the Yangtze River, in China, and those in Colorado
(Gilmore, 1999) or Tennessee, in USA, determining a representative
number of explanatory variables for each reservoir becomes
extremely useful. With the implementation of software modeling
tools for reservoir management (Li, 2013), and given that the main

objective in the operation of a particular reservoir system (such as
the one analyzed here) is flood management (Guoying, 2010;
Popescu et al., 2012; Jonoski and Popescu, 2011), obtaining the
optimal downstream scenario of the reservoir operation makes it
difficult for decision makers to perform an analysis of the magni-
tude and outcome of an extreme flooding event.

The methodology presented here is demonstrated on the Yellow
River. With the insights given by the polynomial regression model,
it was possible to forecast the behavior of the river in the case of
extreme flooding events at the Yellow River Huayuankou hydro-
logical station.

The study carried out analysis in two steps:

� an analysis and selection of explanatory variables of the reser-
voirs and incoming hydrographs which influence the pattern of
the hydrographs at Huayuankou hydrological station; and

� an analysis of the flooding pattern (e.g. area, volume) by
modeling the floods with an integrated 1D-2D unstructured grid
model up to the most downstream observation station located
at Gaocun.

For the second subject of analysis, a newmultivariate regression
was performed between the explanatory variables of the first
approach and the results of flooding events due to the 1D-2Dmodel
between Huayuankou and Gaocun. In similar reviewed studies
(Schmitz and Cullman, 2008; Saavedra et al., 2010), the use of large
hydrological databases was used in combination with computa-
tional intelligencemethods, but due to the lack of this database or a
hydrological input in the current research, the operation of reser-
voirs is explicitly driven by the incoming hydrographs. It is impor-
tant to mention that, ensemble forecasting for online reservoir
operationswas not used in the research presented here, because the
hydrological input is not different to the incoming hydrographs. In
general, the second analysis showed that this is an ongoing field of
study because low correlations were obtained between the
explanatory variables of the reservoirs and the flooding variables.

Fig. 2 presents the schematization of the simulation model and
its components along with the surrogate model. A set of explana-
tory variables is generated for the operation of the reservoir system
using Monte Carlo simulation. Inputs to the reservoir system are
flood hydrographs that are routed by the reservoirs through oper-
ation rules. Releases from the reservoirs are routed to Huayuankou
hydrological station. The routing generates a set of output hydro-
graph variables. The obtained hydrographs are used as upstream
boundary condition for a 2D floodmodel betweenHuayuankou and
Gaocun hydrological stations. This generates a second set of output
variables related to flooding.

A multivariate regression model is built between the set of
explanatory variables and the sets of output variables related to
hydrographs at Huayuankou and the flooding variables. The input
variable selection for the multivariate regression is performed us-
ing correlation analysis. The best fitted models are selected based
on analysis of variance of the regressions and model training
correlation.

3.2. Mathematical formulation

Given a river system of reservoirs, Xall is a vector of n explan-
atory variables that are the input for the operation of a reservoir
system and for a flood routing simulation model:

Xall ¼ fX1;X2;X3; :::;Xng (1)

Let Y be the set of m variables as a total set of the variables
describing the reservoir output hydrographs (YH) and the set of

M.E. Castro-Gama et al. / Environmental Modelling & Software 55 (2014) 250e265254



Author's personal copy

variables describing the flooding (YF), as they are obtained by
running a simulation model with Xall as input parameters:

Y ¼ fYHUYFg ¼ fY1; Y2; Y3; :::;Ymg (2)

Corresponding to Xall there is a selected set of explanatory
variables Xsel, for which a maximum correlation (r) with each Yj
can be obtained:

Xsel ¼
�
Xi˛Xall

��r�Xsel; Yj
� ¼ MAX

�
with j ¼ 1;.;m (3)

With each set of selected explanatory variables Xsel, a multi-
variate regression model is created for each Yj and a forecast bY j is
determined:

bY j ¼ f ðXselÞ (4)

Several multivariate regression models are created with the
same set of explanatory variables Xsel, and the selected best fitted
model is the one that provides the lowest square sum of residuals.

SSR ¼
Xns

S¼1

�bY j � Yj
�2
S

with S ¼ 1;.;ns (5)

where nS is the number of samples considered.

3.3. Limitations of the surrogate model

There are several limitations when using a surrogate model as
the one presented above. The first limitation is given by the input
variable selection that will be addressed by using only correlation
analysis. The major disadvantage of this technique is that is able to
detect only linear dependence between variables, denying the ex-
istence of non-linear relationships. However other techniques such
as heuristic input selection have the disadvantage that with the

increase of the dimensionality the computational effort becomes
higher.

The second limitation of the proposed surrogate is that the best
fitted multivariate regression model of the surface response of Y
can only be used inside the range of variability of the Xsel. However,
as presented in the discussion section, a comparison with more
sophisticated tools provided similar results, while this approach
has the advantage of a reduced complexity of the obtained model.

4. Application of the surrogate model to Yellow River

The application of the surrogate model for the Yellow River is
detailed below. The steps followed in the application of the model
are highlighted in Fig. 2.

4.1. Explanatory variables

A subset of explanatory variables, related to two main inputs for
the models, is used; the type of hydrographs and the operation of
the reservoirs. The input variable subset was selected after dis-
cussions with specialists from the YRCC (Li, 2013).

4.1.1. Incoming hydrographs
Climatic variability is one of the factors explored for the selec-

tion of hydrographs as input for the reservoir system. This is done
for two main reasons; one is to try to address the curse of dimen-
sionality (Labadie, 2004; Yeh, 1985; Wurbs, 1993) for reservoir
operations by incorporating simple variables in the subsequent
regression model, and the second is partly due to a possible lack of
data in the regression model based on historical records, and
because a subset of explanatory variables can effectively reduce the
requirements without reducing the accuracy of the flood forecast.
Present study did not use rainfall-runoff modeling, Three kinds of

Fig. 2. The surrogate model.
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upstream hydrographs were defined: a) Gamma functions (NERC,
1975; Todini, 2007), b) triangular functions; and c) uniform values.

In the case of Gamma functions, four explanatory variables are
required in order to represent the base flow (Qb), peak flow (Qp),
time to peak flow (Tp) and skewness of the hydrograph (SK), for a
total of 12 explanatory variables, because Sanmenxia and Xiao-
langdi are located in series, so only three hydrographs are required
in each simulation.

In the case of triangular hydrographs, only 9 explanatory vari-
ables are used because the skewness coefficient becomes irrelevant.

In the case of uniform type of hydrographs, only 3 explanatory
variables are useful. A comparison with steady flow could be made
to measure the relevance of the peak discharge and the time to the
peak discharge in the analysis section of this study.

The ranges for the base discharges and peak discharges of the
corresponding basins are based on hydrological values provided by
the YRCC, and are presented as box-plots in Fig. 3. The following
variables are represented; Qb: Base flow of the input hydrograph;
Qp: Peak discharge of the input hydrograph; Tp: Time to the peak of
input hydrograph; Sk: Skewness, shape of hydrograph; G: Guxian
Reservoir; L: Luhun Reservoir; S: Sanmenxia Reservoir; and X:
Xiaolangdi Reservoir.

A total of 1000 combinations of input hydrographs were syn-
thetically generated by random generation in the ranges specified.
The same explanatory variables were used for each type of
incoming hydrograph (Gamma, triangular, and uniform). The var-
iable selected for the uniform value was the peak discharge.

The total time, of each generated hydrograph, is 60 days, with
values defined at intervals of 2 h. After the 60 days, the base flow
was taken as a uniform value until reaching 100 days, for each of
the considered hydrographs.

4.1.2. Reservoir variables
Two explanatory variables were defined for each of the four

existing reservoir operations, the initial reservoir level (INI%), and
the maximum reservoir levels (MAX%). They both incorporate the
flood management, and it results in a total of 8 explanatory

variables. This variable is usually described in literature as the Flood
Limited Water Level (FLWL) (Li X.et al., 2010; Li S., 2008). Both
variables were taken as percentages. The range of initial reservoir
was selected to be larger than 50% and less than 99%, to take into
account reservoir operations that are related to an almost full
reservoir. Given this restriction, the maximum capacity of the res-
ervoirs (MAX%) was restricted to the range of 75%e100%. The
ranges of values used for INI% and MAX% are presented in Fig. 3. A
set of 1000 pairs of initial and maximum levels was randomly
generated.

4.2. Operation of reservoirs

The specialists at the YRCC suggested that the reservoir system
is operated based on an explicit reservoir level pool method (Chow
et al., 1988). There are three basic operation rules, which are per-
formed based on the existing reservoir volume at the moment that
an event occurs. Firstly, if the reservoir is full then the input is
released, and secondly, if the level given by the balance is lower
than the minimum, the release is restricted to a minimum
ecological flow. This ensures aminimum flow in the summer period
and/or ecological flow (Dong, 2007). Thirdly, between the
maximum and the minimumwater levels in the reservoir, the goal
is to store as much water as possible. The present model is devel-
oped in accordance with these rules.

4.3. Flood routing between branches (1D)

To connect the discharges between releases of the reservoirs, a
MuskingumeCunge model was applied (Cunge, 1969; Todini,
2007). The data used for this model are based on data surveys
performed every year on the river by the YRCC. The time dis-
cretization used for the routing scheme is 2 h, for a total simulation
period of 100 days. The result of the connection of all branches and
reservoirs is a hydrograph at Huayuankou.

After obtaining the hydrograph, variables such as the peak
discharge of the hydrograph (HQp), the time to peak discharge of

Fig. 3. Explanatory variables.
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the hydrograph (HTp), the average discharge of the hydrograph
(HQa), the average time of the hydrograph (HTa) and the total
volume of water routed at Huayuankou (HVL) were estimated. This
set of variables is called hydrograph variables.

The results in each case vary, depending on the type of incoming
hydrographs into the reservoirs.

4.4. Flood modeling methodology

The resulting hydrographs at Huayuankou provide the input for
a flooding model that covers the downstream part of the river, until
the Gaocun station.

The total number of flooding models used was 339. The models
were run for a total combined runtime of approximately 2000 h,
split into several computers of different configurations and pro-
cessing capacities. The results were stored in separated netCDF
files. Finally, the flooding variables were calculated. The new vari-
ables comprise: 1) the maximum flooded area (FMA), 2), the time
required for this maximum area to be flooded (FTA), 3) the
maximum flooding volume (FMV) and 4) the time required for
maximum flooding volume to occur (FTV).

4.4.1. Flooding model (2D)
A coarse rectangular grid model has been developed at YRCC for

flooding simulations, however the flooding extent were not well
represented by the model (Guoying, 2010). In the present research
the alternative was to change the basic network and reduce the
number of cells without loss of accuracy. In order to do this an
unstructured grid approach was selected. The advantage in the use
of unstructured grids is that it allows an increase in the refinement
for narrow areas, while using coarse refinement in areas where
solutions are not fundamentally required (Hartanto et al., 2011;
Kernkamp et al., 2011). The modeling tool used was D-FLOW
FMbeta,1 which has a Finite Volume Method solution solver of the
vertically integrated 1D2D shallow water equations (Kramer and
Stelling, 2008; Kernkamp et al., 2011).

The flooding model represents the flooding between
Huayuankou and Gaocun and inside the dykes, for a total river
length of 240 km. No storage areas are located inside the modeled
area.

The data for the creation of network are based on freely available
Shuttle Radar TopographyMission data of the area (CIAT, 2004) and
transformed into a projected system of coordinates, UTM 50. The
use of this information for long wide rivers has been tested before
for the Amazon River (LeFavour and Alsdorf, 2005) and Mississippi
(Quinn et al., 2010; Muste et al., 2010).

A 3 m water level in the river was provided as the initial con-
dition of the model. The calibration of this model was based on
knowledge of the solution of a flooding event of 3400 m3/s, where
no flooding occurred outside of the main channel of the river. The
obtained water levels are the initial condition for each flood
simulation.

The Manning roughness of the systemwas set to 0.025 to match
data from a preexisting model of the river. No distinctionwas made
between the main channel and embankments. Coincidently this
value is also suggested for the Amazon (LeFavour and Alsdorf,
2005).

The upstream boundary condition is set to be the hydrograph
obtained at Huayuankou due to routing of the hydrographs that are
obtained due to reservoir operation. For the downstream boundary
condition, a rating curve at Gaocun has been developed by the YRCC
based on several surveys.

4.4.2. Calibration of flooding events
Several studies on floods have focused on calibration of known

extreme events with different approaches, by varying the sets of
information and sources of data from the topographic, hydraulic
and hydrological point of view, while at the same time trying to
reduce the sources of uncertainty (Dinh et al., 2012; Gichamo
et al., 2012; Hunter et al., 2005; Merwade et al., 2008; Moya
Quiroga et al., 2013; Schumann et al., 2009). Design hydro-
graphs or recorded data were used to keep the uncertainty of the
input out of the scope, and the calibration was performed for
roughness coefficients in the main channel and lowland areas of
the river. The results obtained from these studies are often pre-
sented as a flood map. In general, two mutually exclusive ap-
proaches were taken to classify the results into deterministic or
probabilistic maps. A critical discussion of these approaches was
reviewed (Schumann et al., 2009), but there is no case study with
a reservoir-driven system calibrated for spatial flooding under
different operation scenarios. This particular omission is of
extreme importance for the YRCC authorities. If a calibrated hy-
draulic model is already available to decision makers, then
knowing which explanatory variables of the reservoir are more
relevant to avoid flooding in lowland areas is more useful rather
than just knowing the probability of flooding in a particular cell of
the model.

4.4.3. Correlation analysis
Having the set of explanatory variables (Xall), reservoir output

hydrograph and flooding variables, the simulation set was split in
two sets: 800 value sets for training of the model; and 200 for
validation of the results.

With the training group of simulations, an analysis of correlation
was performed between explanatory variables and the resulting
hydrograph variables.

The hypothesis of no correlation against the alternative that
there is a non-zero correlation was used. The significance of the
correlation was based on p-values bigger than 0.05, that creates a
selection of relevant explanatory variables for each hydrograph and
flooding variable. The new subset of explanatory variables is called
Xsel (selected). The set varies depending on the hydrograph vari-
able, the flooding variable and the type of hydrograph.

4.5. Multivariate regression

A multivariate linear regression model was developed between
the set of selected explanatory variables (Xsel) as predictors, and the
hydrograph (YH) and flooding variables (YF) as dependent variables
(Y). The data was partitioned using a cross-validation type splitting
with hold-out, as detailed by Bennett et al. (2013), into a training
set of 800 samples and a validation set of 200 samples.

In order to obtain the correlation coefficients bb, the least squares
estimation was used:

bb ¼
�
ZTsel$Zsel

�
$ZTsel$U (6)

Based on eq. (6), four kinds of regression models were defined

1) Linear: U ¼ Y, and Zsel ¼ Xsel;
2) Log X: U ¼ Y, and Zsel ¼ log (Xsel);
3) Log Y: U ¼ log (Y), and Zsel ¼ Xsel;
4) LogeLog: U ¼ log (Y), and Zsel ¼ log (Xsel).

An analysis of variance was made for every regression model
which included the degrees of freedom (k ¼ number of predictor
variables XSEL or XALL), sum of squares of regression (SSR), sum of
squares of errors (SSE), total sum of squares (SSTO), mean square of1 Developed by Deltares Software Centre.

M.E. Castro-Gama et al. / Environmental Modelling & Software 55 (2014) 250e265 257



Author's personal copy

regression (MSR), variance of model/mean square error (MSE), test
statistic for ANOVA (Fratio) and f(0.05,k,n�k�1), the coefficient of
determination R2, the adjusted coefficient of determination Radj

2 ,
and the correlation r. The single best type of regression model was
selected for each type of incoming hydrograph and for each
dependent hydrograph and flooding variable, based on MSE and r.
These regression models were chosen as the best model for each
variable. A total of 5 best models were found for each dependent
variable based on each type of hydrograph. The correlation (r)
shows a linear relationship between original and modeled regres-
sion data, while the MSE allows for taking into account the bias in
the regression model (Bennett et al., 2013).

An additional set of 10,000 simulations based on Gamma
hydrographs (G10) was developed to test the regression models
while changing the total number of simulations or sample points.
The final selection of regression models for each variable was based
on the validation results and F statistics obtained.

Subsequently these best models were tested with the validation
sets to check their performance and capabilities.

The process was repeated also taking into account all the
explanatory variables, to test the significance of the increase in
fitness of the regression models.

4.6. Assumptions, uncertainties and limitations of the simulation
model

The research presented herein proposes a method that entailed
several assumptions. These assumptions, along with the un-
certainties related to the model inputs, structure and observations
may lead to limitations in the application of the proposed
methodology.

The main assumptions of the methodology are: the initial set of
explanatory variables must not be correlated, in order to guarantee
that the surrogate MR is not built with cross-correlated variables;
the surrogate has on average zero residuals, to guarantee that the
model errors are random; sediment is not important in case of
extreme flooding events; roughness is the same in the main
channel and the floodplain; and the initial condition in the river is
assumed to be the same in every simulation corresponding, i.e. a
flow of 3,400 m3/s.

A correlation analysis of the explanatory variables show that
there is a moderate correlation between the initial and maximum
volume of a reservoir, however this is a correlation imposed by the
constraint that comes from the physical definition of a reservoir, i.e.
the minimum volume of a reservoir cannot be larger than its
maximum volume.

The simple routing of the flow, using the MuskingumeCunge
method, between the toe of the reservoirs and the Huayuankou
station, instead of using a fully dynamic numerical solution of the
Saint Venant equations, is an assumption that was used because of
the mild slope of the reaches and taking into consideration the
constant YRCC effort to keep up to date the MuskingumeCunge
parameters.

All assumptions along with the model structure lead to un-
certainties. In the model structure one of the main sources of un-
certainty lies with the flood model (2D), which was not calibrated
using an extreme flood event, however this was not possible
because no comparable records exist for the simulated events. A
second source of uncertainty in the physically based flood model
structure is the lack of knowledge of the variability of themain river
reach. This could change the development of patterns of inunda-
tion, due to erosion and accretion of the banks.

From the perspective of the surrogate model the main source of
uncertainty is the need to fix a predefined model structure (Specht,
1991), i.e. the linear relation between explanatory and dependant

variables. However such relations may greatly overlook the exis-
tence of non-linear relationships (Poveda and Mesa, 1997; Wood,
1997; Harnold et al., 2001).

As a consequence of the assumptions and uncertainties one of
the main limitation of the reservoir model is related to the use of
triangular and Gamma hydrographs, which are having one singular
peak along the whole simulation domain. If a double peak hydro-
graph is used as an input for each reservoir, a different filling
pattern would occur. The filling of the reservoir with a first peak of
the hydrograph would limit the amount of available volume to
capture the second peak and consequently the release routed at
Huayuankou would be higher than for the case of the single peak
hydrographs. This will have an effect in the flooding, because the
main channel downstream of Huayuankou will not be able to
convey the same amount of water, spreading much faster the water
in the lowland area. This limitation can be overcome by simulating
the system with hydrographs from historical records, which are
with different number of peaks.

The influence of the initial condition in the main reach of the
Yellow river is also a limitation of the physically based model
because it influences the amount of water that is flooding the banks
inside the river dykes. The analysis can be extended to take into
consideration variable initial river water levels, which needs to be
used as an additional explanatory variable.

5. Results and discussion

The results have been split into two categories because of the
differences found during the modeling results. The first category is
the suggested model between the reservoir system and the
resulting hydrographs at Huayuankou, and the second category is
the model between the reservoir system and the flooding variables
up to Gaocun.

5.1. Reservoir explanatory variables and hydrographs at
Huayuankou

The ranges of the variables of the hydrographs at Huayuankou
are presented in Fig. 4, AeE. Following the proposed model, a hy-
pothesis on the correlation of explanatory variables that are more
relevant for each hydrograph variable is obtained. This result is
presented in Table 2 in columns 1 to 7. Each row represents the
correlation of explanatory variables with respect to the hydro-
graph’s variables at Huayuankou (rP-H). The bold values represent
significant p-values for each hydrograph variable.

For the peak discharge at Huayuankou (HQp), a total of 6
explanatory variables showed p-value significance. The peak
discharge entering Sanmenxia shows the highest correlation
(0.834). For HQp the time to the peak discharge at Sanmenxia
(0.160), the maximum storage at Sanmenxia (0.079) and Luhun
(�0.098) reservoirs and the peak discharge (0.116) and skewness of
hydrograph (0.091) entering Guxian (0.018) have a significant
correlation as well.

The time to peak discharge at Huayuankou (HTp) shows a sig-
nificant correlation with 7 explanatory variables; the highest cor-
relation is with the time to peak of the hydrograph entering
Sanmenxia (0.901) and the maximum inverse correlation is to the
peak discharge at the same reservoir (�0.234). In addition, this
variable shows another interesting inverse correlation with the
initial storage capacity at Xiaolangdi Reservoir.

The peak discharge and time to peak discharge at Huayuankou
have simultaneous correlation with the peak discharge and time to
peak discharge entering Sanmenxia. They also share a significant
correlationwith the time to peak of the discharge at Guxian and the
maximum storage capacity at Sanmenxia. So the main driver of
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these two variable areas is mostly related to the Sanmenxia and
Guxian reservoirs.

For the average discharge at Huayuankou, 9 explanatory vari-
ables were found to be significant. The highest correlation found
was for the time to peak discharge (0.563) and peak discharge
(0.441) at Sanmenxia. This variable is mostly correlated to the
incoming hydrograph at Sanmenxia.

For the average time of the hydrograph, 10 explanatory vari-
ables are significant, being the same two Sanmenxia hydrograph
variables as for the other hydrograph variables, the initial and
maximum storages at Sanmenxia and Xiaolangdi, the initial stor-
age, time to peak and peak discharge at Guxian and the time to

peak discharge at Luhun. In this case the maximum correlation
found is again for the time to peak discharge at Sanmenxia (0.784),
while the maximum inverse correlation found was with the initial
storage capacity at Xiaolangdi (�0.232). This means that the faster
the last reservoir is filled, the faster the flooding event will
develop.

The volume of the hydrograph at Huayuankouwas found to have
a significant correlation to 11 of the variables, the four discharges
variables at Sanmenxia, time to peak discharges and peak discharge
incoming Luhun, three related with the incoming hydrograph at
Guxian (except base flow) and the initial storage at Sanmenxia
Reservoir. Themaximum inverse correlation in this case occurswith

Fig. 4. Histogram of hydrographs at Huayuankou and flooding variables at Gaocun (Gamma input hydrographs).

Table 2
Correlation of reservoir variables and descriptor variables (rP-H) based on Gamma input hydrographs.

[1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11]

HQp HTp HQa HTa HVL FTA FMA FTV FMV

MAX% G 0.028 �0.046 0.022 0.029 �0.015 0.023 �0.033 0.007 �0.033
L L0.098(a) �0.007 L0.080 0.007 L0.112 �0.054 �0.021 �0.046 �0.056
S 0.079 0.130 0.041 0.140 0.044 �0.092 �0.049 �0.102 �0.037
X 0.035 0.074 �0.002 0.075 �0.004 0.012 �0.017 0.021 �0.031

INI% G 0.037 �0.052 �0.041 L0.088 0.010 �0.079 0.032 �0.076 0.041
L �0.013 �0.011 �0.061 �0.056 �0.001 �0.022 �0.010 �0.021 �0.025
S 0.048 �0.066 0.072 L0.088 0.085 0.020 �0.048 0.005 �0.030
X 0.006 L0.193 0.040 L0.232 0.051 �0.017 0.004 �0.010 �0.021

G Qb 0.030 �0.029 0.012 0.002 0.025 0.003 �0.066 �0.008 �0.076
Qp �0.002 �0.006 0.058 L0.102 0.085 �0.033 0.067 �0.018 0.052
Tp 0.116 0.136 0.233 0.219 0.186 �0.013 0.057 �0.018 0.084
Sk 0.091 �0.034 0.086 �0.027 0.095 �0.012 �0.043 �0.027 �0.056

L Qb 0.038 0.000 0.027 0.047 0.060 0.053 �0.082 0.042 �0.070
Qp 0.032 0.040 0.060 �0.049 0.070 �0.027 �0.004 �0.019 �0.014
Tp 0.054 0.073 0.154 0.141 0.115 0.030 �0.031 0.022 �0.022
Sk �0.029 �0.008 �0.036 �0.004 �0.014 0.004 0.031 �0.016 0.042

S Qb 0.026 �0.015 0.090 0.067 0.091 �0.049 �0.082 �0.057 �0.077
Qp 0.834 L0.234 0.459 L0.224 0.470 0.027 �0.076 0.009 �0.054
Tp 0.160 0.901 0.567 0.784 0.566 �0.058 0.051 �0.046 0.057
Sk �0.016 �0.059 0.222 0.038 0.231 �0.113 �0.082 �0.122 �0.075

a Bold letters represent correlation with p-value significance.
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the maximum storage at Luhun Reservoir (�0.112). In general, the
time to peak discharges and peak discharges of the three incoming
hydrographs have relevance but adding the initial storage at San-
menxia makes the operation of this reservoir the most relevant to
the calculation of the volume of the resulting hydrographs.

5.1.1. Regression models up to Huayuankou
The multivariate models were built with this subset of selected

explanatory variables. After that themodelswith all the explanatory
variables were also built to compare the performance of the selec-
tion. An additional simulation of 10,000 hydrographswas generated
for Gamma input hydrographs (G10) for a total of 160 models. The
best-fittedmodels for each hydrograph variable based on input type
hydrograph, were selected in each case. A total of 40 models are
presented inTable 3with theANOVAtable of regression. The column
header of Table 3 is detailed in the acronym list of the paper.

By analyzing the results presented in Table 3 the following
comparisons can be made:

1) Models with all the independent variables give better r and
less MSE than the models with selected variables, but the
reduction of the F ratios is not of significance, and nor is it
near to the f statistic for any of the models. This result shows
that there is no need to increase the number of explanatory
variables from the ones selected by correlation, because in

reality the combined effect of additional variables is not
significant. Considering operational issues, less information
is required for performing inference in the outcome hydro-
graph at Huayuankou while preserving the fitness of the
results, which also saves time in decision-making. In most of
the cases the variables related to the incoming hydrographs
to the reservoirs in real-time operation are provided through
forecasting modeling, so a link between these two could
easily be achieved.

2) Models with Gamma input hydrographs show better fitted
models than the models based on triangular and uniform
hydrographs, independent of the number of explanatory
variables SEL or ALL. However, in this case the models built
with triangular hydrographs show comparable results to the
Gamma type. This can be explained in principle for the effect
of the skewness coefficient that seems to be not relevant for
most of the resulting variables of the hydrographs. For uni-
form hydrographs the results are low compared either with
Gamma and triangular input hydrographs, meaning that the
importance of the peak discharge and the time to peak
discharge as input to the reservoir system cannot be avoided.
In an operational approach this means that a good forecast of
the incoming flows at the reservoirs is required, because the
average inflow does not provide enough information about
the resulting hydrographs at Huayuankou.

Table 3
ANOVA of multivariate regression analysis for the best models at Huayuankou.

[1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16]

HydType Selection Variable Model Nparam DoF SSR SSE STO MSR MSE Fratio f(0.05,k,n-k) R2 R2adj r

GAM SEL HQp LOG_y 6 793 5037.0 1483.6 6520.6 839.5 1.871 448.7 2.110 0.773 0.771 0.880
GAM SEL HTp LINEAR 7 792 28576.5 4018.3 32594.8 4082.4 5.074 804.6 2.021 0.877 0.876 0.936
GAM SEL HQa LOG_y 9 790 1302.3 301.2 1603.5 144.7 0.381 379.5 1.892 0.812 0.810 0.903
GAM SEL HTa LOG_y 10 789 11058.7 3287.8 14346.5 1105.9 4.167 265.4 1.843 0.771 0.768 0.878
GAM SEL HVL LOG_y 11 788 27071.5 5109.3 32180.8 2461.0 6.484 379.6 1.801 0.841 0.839 0.918
GAM ALL HQp LINEAR 20 779 5358.6 1162.0 6520.6 267.9 1.492 179.6 1.584 0.822 0.817 0.901
GAM ALL HTp LINEAR 20 779 29021.9 3572.9 32594.8 1451.1 4.587 316.4 1.584 0.890 0.888 0.944
GAM ALL HQa LOG_y 20 779 1443.0 160.5 1603.5 72.1 0.206 350.2 1.584 0.900 0.897 0.949
GAM ALL HTa LOG_y 20 779 11360.9 2985.6 14346.5 568.0 3.833 148.2 1.584 0.792 0.787 0.890
GAM ALL HVL LOG_y 20 779 29492.6 2688.2 32180.8 1474.6 3.451 427.3 1.584 0.917 0.914 0.958
G10 SEL HQp LOGeLOG 8 7991 49427.5 13724.7 63152.2 6178.4 1.718 3597.3 1.940 0.783 0.783 0.890
G10 SEL HTp LINEAR 9 7990 306400.4 37323.8 343724.2 34044.5 4.671 7288.0 1.881 0.891 0.891 0.944
G10 SEL HQa LOG_y 15 7984 12570.8 1869.1 14439.9 838.1 0.234 3579.8 1.668 0.871 0.870 0.934
G10 SEL HTa LOG_y 16 7983 109708.5 33317.9 143026.5 6856.8 4.174 1642.9 1.645 0.767 0.767 0.876
G10 SEL HVL LOG_y 16 7983 256345.5 33556.8 289902.2 16021.6 4.204 3811.5 1.645 0.884 0.884 0.941
G10 ALL HQp LINEAR 20 7979 51374.0 11778.2 63152.2 2568.7 1.476 1740.1 1.572 0.814 0.813 0.902
G10 ALL HTp LINEAR 20 7979 306507.0 37217.2 343724.2 15325.3 4.664 3285.6 1.572 0.892 0.892 0.944
G10 ALL HQa LOG_y 20 7979 12891.5 1548.4 14439.9 644.6 0.194 3321.6 1.572 0.893 0.893 0.946
G10 ALL HTa LOG_y 20 7979 110299.5 32727.0 143026.5 5515.0 4.102 1344.6 1.572 0.771 0.771 0.878
G10 ALL HVL LOG_y 20 7979 263132.8 26769.5 289902.2 13156.6 3.355 3921.5 1.572 0.908 0.907 0.954
TRI SEL HQp LOGeLOG 4 795 4874.2 1674.2 6548.4 1218.6 2.106 578.6 2.383 0.744 0.743 0.869
TRI SEL HTp LINEAR 6 793 29971.8 4721.5 34693.3 4995.3 5.954 839.0 2.110 0.864 0.863 0.930
TRI SEL HQa LOG_y 6 793 993.6 508.1 1501.7 165.6 0.641 258.5 2.110 0.662 0.659 0.818
TRI SEL HTa LOG_y 12 787 10502.8 3713.1 14215.9 875.2 4.718 185.5 1.764 0.739 0.735 0.860
TRI SEL HVL LOG_y 6 793 19754.8 10076.8 29831.7 3292.5 12.707 259.1 2.110 0.662 0.660 0.819
TRI ALL HQp LOGeLOG 17 782 5214.8 1333.6 6548.4 306.8 1.705 179.9 1.636 0.796 0.792 0.895
TRI ALL HTp LINEAR 17 782 30297.8 4395.4 34693.3 1782.2 5.621 317.1 1.636 0.873 0.871 0.935
TRI ALL HQa LOG_y 17 782 1126.5 375.2 1501.7 66.3 0.480 138.1 1.636 0.750 0.745 0.868
TRI ALL HTa LOG_y 17 782 10719.9 3496.0 14215.9 630.6 4.471 141.1 1.636 0.754 0.749 0.869
TRI ALL HVL LOG_y 17 782 22657.5 7174.2 29831.7 1332.8 9.174 145.3 1.636 0.760 0.754 0.873
UNI SEL HQp LINEAR 2 797 4406.5 2141.4 6547.9 2203.3 2.687 820.0 3.007 0.673 0.672 0.820
UNI SEL HTp LINEAR 5 794 6452.1 27863.4 34315.5 1290.4 35.092 36.8 2.225 0.188 0.183 0.434
UNI SEL HQa LINEAR 4 795 345.3 1149.2 1494.5 86.3 1.446 59.7 2.383 0.231 0.227 0.481
UNI SEL HTa LOG_y 8 791 3841.9 10419.3 14261.3 480.2 13.172 36.5 1.950 0.269 0.262 0.522
UNI SEL HVL LINEAR 3 796 7260.7 22195.0 29455.8 2420.2 27.883 86.8 2.616 0.247 0.244 0.497
UNI ALL HQp LINEAR 11 788 4587.8 1960.2 6547.9 417.1 2.488 167.7 1.801 0.701 0.697 0.837
UNI ALL HTp LINEAR 11 788 6818.1 27497.4 34315.5 619.8 34.895 17.8 1.801 0.199 0.188 0.446
UNI ALL HQa LINEAR 11 788 395.7 1098.8 1494.5 36.0 1.394 25.8 1.801 0.265 0.255 0.515
UNI ALL HTa LOG_y 11 788 3924.3 10337.0 14261.3 356.8 13.118 27.2 1.801 0.275 0.265 0.528
UNI ALL HVL LINEAR 11 788 8223.3 21232.5 29455.8 747.6 26.945 27.7 1.801 0.279 0.269 0.528
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3) An increase in the number of simulations for the same
hydrograph type preserving the actual model structure (GAM
vs. G10) does not show an important increase in r or decrease
in MSE. Even if the models show that the number of selected
variables becomes dependent on the threshold value in the
hypothesis test to correlation, for comparison purposes the
selection made was based on the same threshold of p-val-
ues<0.05. The resulting models for the case where all vari-
ables are selected provide similar results, as shown by the
R2adj, being the lowest differences between the ones for HQp
and HVL. The best fitting model types are the same for the
two different simulations, which shows that the structure of
the regression is suitable for the same hydrograph type.

4) The most dominant regression model type for HQa is a LogY,
showing that there is only the need for a logarithmic trans-
formation, almost independent of the selection of variables
or input hydrographs. A similar result can be found for HTa.

5) Taking into account the number of fitted models (SEL) in
which every explanatory variable appears (Fig. 5), the most
relevant explanatory variable is the peak discharge at San-
menxia (20 models), followed by the time to peak discharge
in the same location (15 models). Each selected model uses
the two variables if the type of hydrograph requires it (the
uniform type does not require times to peak). Third are the
time to peak discharges at Guxian and Luhun, and the peak
incoming discharge at Guxian (12models). The least relevant
explanatory variables by number of models selecting them
are the base discharges of the incoming hydrographs at
Guxian and the skewness of the hydrograph at Luhun (2
models).

6) The validation for input Gamma hydrographs and SEL vari-
ables (Fig. 6) shows that the models fit the data with error
results that are allocated between the range of (þ-) 20%. The
lowest variability is presented by the HTa and HTp. The
largest dispersion of error is presented for low values of HQp.
Indeed, the models are intended to serve for peak values so
this is not considered a deficiency of the resulting models,
but rather as a consequence of the initial selection of simu-
lations after routing which binds theminimummagnitude of
the peak discharge.

7) After performing the multivariate regression of the explan-
atory variables, results were found to have similar fitness to
the ones obtained using more sophisticated tools such as
ANN or ANFIS that were presented in other studies (Peters
et al., 2006; Ghalkhani et al., 2012; Li X. et al., 2010) in
terms of hydrograph behavior.

Fig. 5. Number of SEL models.

Fig. 6. Dispersion, residuals and percentage of error for Multivariate Regression models (XSEL).
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8) An additional comparison between the multivariate regres-
sion model and a generalized regression neural network
(GRNN) as presented by Specht (1991) was performed. The
advantage of GRNN is that an a priori specification of the
regression model is not required. The input explanatory vari-
ables provided to the GRNN were the same as for the multi-
variate regressionmodels (Xsel). The output variables were the
ones obtained for Gamma hydrographs. A calibration of the
spread parameter of the GRNN was performed by trial and
error (see Fig. 7) Results of the best spread parameters and its
corresponding SSE are presented for each hydrograph variable
in Fig. 7. The considered spread parameter corresponds to the
minimumpointof the convexcurve. Fig. 8, shows theobtained
GRNN models for each hydrograph variable with optimal
spread. The first row shows the scatter plots of training (800
simulations) and validation sets (200 simulations), the corre-
lation ispresented foreachhydrographvariable. Table 4 shows
that for every hydrograph variable the values of rt are better

than the ones obtained for the multivariate regression using
SEL input variables, however when using the validation
dataset themultivariate regression shows better performance
for all the hydrograph variables. This result shows that over-
fitting appears due to the particularities of the analyzed case.

10) The second row of Fig. 8 shows the residuals with respect to
the observed values. The residuals for the training set are
smaller compared to the ones of the validation set. This
shows a poor convergence of the GRNN, for this case study, in
particular, even after optimizing its spread.

11) The third row of Fig. 8 shows that most of the errors for the
training set appear to be in the range of �20%, while there is
a larger variation of the errors for the validation set.

12) A second GRNN model for each hydrograph variable was
created using all the variables and optimizing the spread
parameter. The correlation of the training dataset is 1.0 for
every variable in the GRNN, however the correlation for the
validation shows a reduced performance (see Table 4).

Fig. 7. Optimal spread parameter found for each GRNN model (XSEL).

Fig. 8. Dispersion, residuals and percentage of error for GRNN models (XSEL).
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13) Comparing the number of coefficients of regression, the
reduction in complexity is an advantage of the multivariate
regression models.

14) A comparison between the two GRNN models shows that
GRNN with input selection performs poorly as compared to
its corresponding GRNN with ALL variables for training. The
advantage of the input selection appears when the correla-
tion of the two GRNN’s is compared in the validation, where
the selection guarantees a better performance for every
hydrograph variable (Table 4).

15) Present research shows that the model considered and the
GRNN model performs in a similar way, however the later
one requires a considerable effort for calibration in order to
increase its performance, therefore the present type of
models might be easier to use for particular cases, as it is the
one considered here.

5.2. Flooding variables and regression models up to Gaocun

With the simulations that fall within 2% of the expected value
for total volume of water at Huayuankou (HVL), a new set of
regression models was developed up to Gaocun.

The ranges of the results are presented in Fig. 4 (FeI). The variables
FTA and FTV show a less uniform behavior than the other two. One of
themost interesting results is that the FMAhas the highest frequency
for the largest values; this shows the susceptibility of the YellowRiver
during flooding events, and that large proportions of the area inside
the dykes are at risk. In contrast the FMV shows that frequencies of
w10% occur for a wide range of combinations of variables.

The correlation selection shows that there is no significance in the
explanatory variables to the flooding variables (Table 2, columns 8e
11). Given these circumstances, a selection of variables cannot be
made for dependentflooding variables. This shows the complexity of
identifying explanatory variables for the quantification of flooding
events in a spatial approach. The only possible alternative was to
construct the regression models with all the original explanatory
variables as predictors of flooding variables, but even then the
regression models would lack operational significance. Therefore
more research shouldbe carriedout in the future for theYellowRiver.

6. Conclusions

The main variables to take into account for the development of
reservoir operation flooding in the mid Yellow River are related to
the incoming hydrographs at the Sanmenxia Reservoir. This result
is well known at YRCC due to the scale of the inflows reaching this
reservoir as compared to the Guxian and Luhun reservoirs.

A comparison of the selection of relevant variables based on
correlation as opposed to the use of all the explanatory variables
showed that it is not necessary to calculate every possible regres-
sion model with every combination of selected explanatory vari-
ables to obtain very accurate results. In this case of 20 explanatory
variables, the total number of regression models could have been

w106, when indeed only eight were analyzed in each case for each
variable. In the real operative reservoir system of the YRCC, many
more variables are taken into account, hence based on the obtained
results the methodology can be extended with more data.

The regression models between the independent reservoir
variables and the dependent variables of the hydrographs at
Huayuankou show that it is possible to use the proposed approach
in a very complex system like the one studied.

The best regression models for hydrograph variables were the
ones for the total volume while the worst performance models
were for the peak discharge at Huayuankou. This shows the diffi-
culty in the inference and forecasting of this variable. These models
can be used in the future research to develop confidence intervals
of hydrograph responses.

In the case of the regression models between the input variables
and the flooding variables, it was not possible to find a satisfactory
structure. This shows once again the complexities of the Yellow
River and the amount of uncertainty in the understanding of the
processes during flooding events. In particular case of the Yellow
River the poor performance of the regressionmodel for the flooding
variables is due to the fact that flooding takes place only in the space
between the dykes. Consequently two sub-processes developed in
the 2D flood model. First the water floods out of the hanging main
channel and splits in branches, concentrating near thewinter dykes.
Secondly is the reflection of the water from the dykes towards the
main channel, as well as the spreading along the dykes. The com-
bination of the twoprocessesmakes it almost impossible to perform
inference offlooding variables because there is not enough space for
the flood to propagate; it is confined within the limit of the dykes.

Future research of the inference model on the Yellow River
should address the fact that there is a positive correlation between
themaximumstoragecapacityat Sanmenxia and thepeakdischarge
at Huayuankou. The expectation is that these two variables should
be negatively correlated. Furthermore the research could be
extended to application of computational intelligence techniques
for regression of flooding variables, such as artificial neural net-
works, radial basis, support vector machines and fuzzy based rules.

It is recognized that there are three characteristics of the
flooding model that need to be improved in future developments.
The first one is the need for integration with a hydrological model
in the area because the internal area of the floodingmodel is almost
2,000 km2, and no additional volume was added to the simulations
for a period of 100 days. Second, the model is not yet able to take
into account the infiltration process, so basically all of the water
that enters as a hydrograph either goes out or continues to repre-
sent the flooding area. The third is that it is almost impossible to
obtain smooth input hydrographs like the ones created in the
generation with the three types of hydrographs (i.e. Gamma,
Triangular and Uniform), but also the regression models, at least up
to Huyankou, were able to show the relevance of the time to peak of
the hydrographs at Sanmenxia.

Current research contributes to the understanding of complex
river systems like the Yellow River and can be extended to other
major rivers in the world.
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Abstract. During winter the Yellow River in China is fre-
quently subjected to ice flood disasters. Possible dike break-
ing due to ice floods poses a serious threat to the part of
the region located along the river, in particular the Ning–
Meng reach (including Ningxia Hui and the Inner Mongolia
autonomous regions). Due to its special geographical loca-
tion and river flow direction, the ice dams and jams lead to
dike breaking and overtopping on the embankment, which
has resulted in huge casualties and property losses through-
out history. Therefore, there is a growing need to develop
capability in forecasting and analysing river ice floods. Re-
search into ice floods along the river is taking place at the
Yellow River Conservancy Commission (YRCC). A numeri-
cal model is one of the essential parts of the current research
going on at the YRCC, which can be used to supplement the
inadequacies in the field and lab studies which are being car-
ried out to help understand the physical processes of river ice
on the Yellow River. Based on the available data about the
Ning–Meng reach of the Yellow River, the YRCC river ice
dynamic model (YRIDM) has been tested for capabilities to
conduct ice flood forecasting. The YRIDM can be applied
to simulate water level, discharge, water temperature, and
ice cover thickness under unsteady-state conditions. Differ-
ent scenarios were designed to explore the model uncertainty
for two bounds (5 and 95 %) and probability distribution. The
YRIDM is an unsteady-state flow model that can show the
basic regular pattern of ice floods; hence it can be used as an
important tool to support decision making. The recommen-
dation is that data and research should be continued in order
to support the model and to measure improvements.

1 Introduction

River ice is a natural phenomenon that can be commonly
seen in the cold regions of the world. River ice plays an im-
portant role in cold regions, being the main transportation
means in wintertime: the ice roads and ice bridges caused
by river ice in the northern regions of Canada, Russia, and
the USA (Alaska), where the population is sparse, are a pos-
itive effect of the ice formation in cold regions (Petrow et
al., 2007; Rojas et al., 2011). However, on the negative side,
river ice can cause ice flooding, hamper hydropower gener-
ation, threaten hydraulic structures, hinder water supply and
river navigation, and has many other important detrimental
effects.

When it comes to floods caused by river ice, the Ning–
Meng reach of the Yellow River, China, cannot be ignored.
The ice flood of the Yellow River basin is one of the most
dangerous situations of all the Chinese rivers. According to
historical data, different ice flood events have been recorded
in the past during the winter on the main stream and the trib-
utaries of the Yellow River. These floods have caused huge
casualties and property losses, especially on the Ning–Meng
reach of the Yellow River. Since 1949 there have been 29 ice
flood hazards, nine of them causing the levee to breach in the
Ning–Meng reach.

Ice regime forecasting is an efficient method for ice flood
control, regulation and decision making, and mathematical
modelling is playing an essential part in the development
of river ice research. Mathematical models can supplement
the inadequacies of field and lab studies to help understand
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the physical processes of river ice, and at the same time,
they can also be a tool to help design and plan engineering
projects. They have become valuable tools for exploring the
research area of river ice, such as understanding the physi-
cal processes and simulating river ice phenomena, and even
forecasting ice floods (Dahkle et al., 2012).

The development of the economy and society with the re-
sulting climate change and human activities have changed
the characteristics of ice regimes, especially ice disasters dur-
ing the freezing or breaking-up periods, attracting more and
more attention from water authorities and local governments.
Hence, it is very important to know ice regime characteristics
and use mathematical models to enable ice forecasting, ice
flood prevention and ice flood alleviation.

At the YRCC a 1-D numerical model, named YRIDM has
been developed to simulate ice regimes. It also contains data
on observed data including hydrological, meteorological, and
ice regime data, covering about fifty years of measurements.
The available model and collected field data provide an op-
portunity to examine the possibility of ice flood forecast-
ing. The choice of the 1-D model is given by the avail-
ability of data at YRCC. Currently there is no DEM avail-
able for the Ningxia–Inner Mongolia reach and the avail-
able collected data allowed for the development of a one-
dimensional model. As the data collection continues a more
complex model will be made available, by extending the ex-
isting model to a one-dimensional–two-dimensional (1-D2-
D) one. It is important to use such a model in forecast con-
ditions, in order to determine what are the possible times to
have ice-formation and consequently flooding.

The purpose of this paper is to apply the YRIDM to
the Ning–Meng reach of the Yellow River to examine the
accuracy of the model.

This paper first describes the current state of the art in
ice flood modelling, followed by a description of the case
study. The modelling application is detailed next. Modelling
of ice floods on the Ning–Meng reach is discussed with re-
spect to model set-up, calibration, verification and uncer-
tainty analysis. This paper ends with a conclusion section.

2 Ice flood modelling state of the art

2.1 Ice flood research

Ice floods in rivers are generated due to ice jams, ice dams,
ice melt and snow melt (Liu et al., 2000). The ice flood
process cannot be separated from the whole river ice pro-
cess, although it mainly involves the ice-covered period and
breaking-up period.

As summarized by Shen (2006), during the past fifty
years engineering and environmental issues have largely
driven the development of river ice research, and significant
achievement has been made during this period. However,
Beltaos (2008) thought that although there has been remark-

able progress in understanding and quantifying the complex
river ice processes, many problems concerning river ice still
remain today or are only partially solved.

Shen (2006) classifies the river ice research area into two
parts: firstly, the energy budget methods and water tempera-
ture distribution calculations before and during the freezing-
up period and secondly, the evolution of frazil ice, frazil floc,
anchor ice and ice dams. Currently the water temperature dis-
tribution is well understood (e.g. Shen and Chiang, 1984),
and the mechanisms of super cooling and frazil ice formation
are also relatively well understood (Osterkemp, 1978; Daly,
1984). However, the evolution of frazil ice, frazil floc, anchor
ice and ice dams needs to be studied further (Ye et al., 2004),
the transitional conditions among different ice run regimes
are not clearly understood (Hammar et al., 2002), and also
knowledge on the mechanism of ice pans and ice floe forma-
tion is limited. In addition, a complete analytical formulation
of the mechanical break-up should be developed.

Beltaos (2008) showed the challenges and opportunities
for research into river ice processes. The main challenge is
to avoid or decrease the negative influence of river ice pro-
cesses and to make sure that the positive influence is not af-
fected by human activities (Beltaos, 2008). In order to meet
this challenge, it is necessary that there is a good qualita-
tive understanding of river ice processes. However, there still
remain serious gaps, such as research into anchor ice, break-
up, ice jamming, and the influence of climate change on the
river-ice process. The main opportunities lie in how to use
new technologies to understand the river ice processes. These
new technologies include instrumentation, numerical mod-
elling, mitigation and prediction of climate impact on river
ice processes.

Research into ice cover has developed from static ice cover
research, such as Beltaos and Wong (1986), into dynamic
ice cover research due to the fact that the original research
did not take ice dynamics into consideration. Dynamic ice
cover research has been further divided into one-dimensional
dynamic ice cover research (Shen et al., 1990) and two-
dimensional dynamic ice cover research, such as the Dy-
naRICE model (Shen et al., 2006), in order to take into ac-
count the frictional resistance of riverbanks and channel bot-
toms, irregular cross sections of river channels, and unsteady
flow state in reality.

Research into ice transportation under the ice covers and
ice jams started from a critical velocity criterion or Froude
number criterion (Kivislid, 1959; Tesaker, 1975). However,
this method could not provide a way to compute an accu-
rate value of the critical velocity and Froude number. Hence,
Shen and Wang (1995) developed a concept of ice trans-
port capacity to simulate ice deposition under the ice cover,
which was demonstrated by field observation data. Neverthe-
less Beltaos (2008) still thought that ice transportation under
the ice cover was only partially understood, and further re-
search should be continued in the future.
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The process of the thermal growth and erosion of ice cover
is relatively clearly understood. Firstly, research focused on
the ice cover without layers of snow ice, snow slush or black
ice (Shen and Chiang, 1984). Secondly, the layers of snow
ice, snow slush and black ice were taken into consideration
(Calkins, 1979; Shen and Lal, 1986). Finally, based on the
previous research, a lot of models were produced to simu-
late the processes. The most classical one was the degree-day
method proposed by Stefan (1889) that has been used to sim-
ulate ice cover growth for a long time. Shen and Yapa (1985)
refined the classical degree-day method which they then
developed into a modified degree-day method, which was
demonstrated on the St. Lawrence River.

The break-up of ice cover can be classified as mechanical
break-up or thermal break-up. A mechanical break-up can
exert a negative influence on the hydraulic facilities and the
safety of people along the river. However, the ability to sim-
ulate a mechanical break-up is still limited (Shen, 2006).

Only a few researchers have tried to simulate the prop-
agation of ice-jam release waves. Most of them have used
a one-dimensional model without considering the effect of
ice (e.g. Blackburn and Hicks, 2003). Field investigations
were conducted by Jasek (2003), who found out that release
wave celerity seemed to change with different ice conditions.
Based on this research output, Liu and Shen (2004) started to
take into consideration the effect of ice on wave propagation.
She and Hicks (2006) built a model, named River-1D, to look
into the effect of ice on ice-jam release waves, which was
tested by the release event on the Saint John River in 1993,
on the Saint John River in 2002, and on the Athabasca River
in 2002. At the same time, statistical methods and ANN are
also used to forecast the break-up of river ice. The potential
for using fuzzy expert systems to forecast the potential risk
of ice jams was discussed (Mahabir et al., 2002), and the sys-
tems identified five years when high water levels could occur,
including four years when the predicted high water level did
occur. Based on this potential, more research has been car-
ried out (Mahabir et al., 2006; Wang et al., 2008) which took
more related parameters into consideration.

2.2 Ice flood modelling

Among all the river ice research, mathematical modelling is
an essential part of the progress. Ice flooding models have
developed from 1-D steady state to 1-D unsteady state and
then into 2-D models, and data-driven models are also being
applied to forecast ice floods.

The 1-D steady-state models are based on the static ice-
jam theory, namely that the formulas to determine the final
thickness of water surface ice can be deduced according to
the static balance of internal and external forces on a floating
ice block. The models based on the static ice-jam theory are
HEC-2 (US Army, 1990), ICETHK (Tuthill et al., 1998), and
HEC-RAS (US Army, 1998). The basic assumption is that
the flow is steady, gradually varied, and one-dimensional,

and that river channels have small slopes (less than 1 : 10).
The basic equation is the force and energy balance equations;
a standard step method is used to solve the equation. How-
ever, the limitation of 1-D steady-state models is that they
ignore ice dynamic conditions.

Due to the limitation of 1-D steady-state models, the de-
velopment of 1-D unsteady-state models, such as RICE (Lal
and Shen, 1991), RICEN (Shen et al., 1995), and the Com-
prehensive River Ice Simulation System (CRISSP1D) model
(Chen et al., 2006), was promoted. These models are based
on the assumption of unsteady-state flow; the governing
equations are 1-D Saint Venant equations (i.e. mass and mo-
mentum conservation equations with floating ice) and they
can be used to simulate the entire ice process in rivers dur-
ing the winter season. The basic assumptions of the RICE,
RICEN, and CRISSP1D models are that they ignore the fol-
lowing: (1) the effect on the water body mass balance due
to the change in ice phase; (2) the river has a floating ice
cover; (3) two-layer ice transportation theory; (4) suspension
ice is full of the suspension ice layer; and (5) the thickness
of the ice layer on the water surface is equal to the thickness
of the ice block floating on the water surface. However, the
limitation of these models is that they lack detailed consid-
eration of complex flow patterns and river geometry (Shen,
2010).

The RICE and RICEN models have been used to simulate
the ice regime for a few rivers; for example, the RICE model
was used for the Upper St. Lawrence River near New York
and the Peace River in northern British Columbia (Li et al.,
2002) and the RICEN model was used for ice-jam simulation
in 1995 on the Niagara River.

Based on the limitations of 1-D unsteady-state flow, 2-D
models have also been developed, such as DynaRICE (Shen
et al., 2000) and CRISSP2D (Liu and Shen, 2006) that can be
used to simulate the ice regime. These models solve the 2-D
depth-integrated hydrodynamic equations for shallow water
flow. The two basic assumptions are that the movement of
the surface ice layer is continuous, and ice is a kind of con-
tinuous medium. A finite element method is used to solve the
equations. However, the limitation is that they lack detailed
consideration of the third dimension.

DynaRICE has been applied to understand the ice-jam
evolution, ice boom design and navigation structure design,
on several rivers. DynaRICE was applied in the Niagara
Power Project to study both the ice control and ice-period op-
eration, on the Missouri–Mississippi River to study ice-jam
formation, and on the Shokotsu River in Hokkaido, Japan,
to study break-up jams. CRISSP2D has also been applied to
several rivers and lakes to simulate the ice regime. It has been
applied to the Nelson River to simulate freeze-up ice condi-
tions (Malenchak et al., 2008); on the Red River near Netley
Cut (Haresign and Clark, 2011) to model ice formation; and
to test the potential for anchor ice growth after the Conawapa
Power Generation Station was constructed and operational
(Morris et al., 2008).
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Fig. 1.Location of the Ning–Meng reach.

The potential for using fuzzy expert systems to forecast
the potential risk of ice jam was discussed by Mahabir et
al. (2002). Based on this research, more research has since
been carried out (Mahabir et al., 2006; Wang et al., 2008).
Data-driven modelling has been applied to the ice regime
simulation several times and one example is the Yellow River
(Chen et al., 2012). However, the limitation of using such
methods is that ice processes cannot be understood by data-
driven models.

3 Case study description

3.1 The Ning–Meng reach

The Yellow River is the second longest river in China and is
also one of the most famous rivers in the world. Due to the
fact that it is the cradle of the Chinese civilization, the river
is also called the “Mother River of China”. The Yellow River
originates from the Bayanhar Mountain in Qinghai Province
and flows through the nine provinces of Qinghai, Sichuan,
Gansu, Ningxia, Inner Mongolia, Shaanxi, Shanxi, Henan,
and Shandong, and finally flows into the Bohai Sea in Shan-
dong Province. It has a total length of 5464 km and a basin
area of 752 443 km2.

The Ning–Meng reach of the Yellow River (Fig. 1) is
where the ice flood mainly happens. The lenght of the Ning–
Meng reach is 1237 km and it consists of two consecutive
parts, the Ningxia and Inner Mongolia reaches. The starting
point for it is Nanchangtan, Zhongwei County in the Ningxia
Hui autonomous region, and the end point is Yushuwan,
Mazha Town, Zhungeerqi County in the Inner Mongolia au-
tonomous region.

The Qingtongxia and Sanshenggong reservoirs are located
on this reach. The total length of the Ningxia reach is 397 km
and it flows from southwest to northeast. On this reach one
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 695 Fig. 2.Hystorical maximum recorded water levels.

part, from Nanchangtan to Zaoyuan, does not usually freeze
because the bed slope is steep and the water velocity is large,
and it only freezes in a very cold winter. The rest of the
reach, from Zaoyuan to Mahuanggou, flows from south to
north and it often freezes because the slope is gentle and the
water velocity is low. The Inner Mongolia reach is located
on the north of the Yellow River basin between 106◦10′ E–
112◦50′ E, 37◦35′ N–41◦50′ N. The total length of the main
stream is 830 km, and the total height difference is 162.5 m.
The reach is wide with a gentle slope and meandering twists
and turns. Although it is located in the middle and lower
reaches, the slope of the reach that is under study is close
to that at the Yellow River estuary.

3.2 Past ice floods

According to historical data for the Yellow River, ice disas-
ters appeared frequently in the past and every year between
1855 and 1949, when dams were destroyed by ice floods 27
times. In the period between 1951 and 1955, the dams on the
Lijing breach were also destroyed by ice flood. In addition,
there were 28 ice flood seasons with ice disasters between
1951 and 2005 (Rao et al., 2012).

Especially on the Ning–Meng reach, ice jams, frazil jams,
and other ice flood disasters have happened frequently. Ac-
cording to the statistics for ice flood disasters on the Ning–
Meng reach, there were 13 ice flood events from 1901 to
1949, almost one event every 4 years. Even after the Liujiaxia
Reservoir and the Qingtongxia Reservoir started operation in
1968 and 1960 respectively, ice flood disasters still occurred
in 1993, 1996, 2003, and 2008 (Gao et al., 2012).

During the winter season 2007/2008, the water storage in
the Inner Mongolia reach reached the largest value, 1835
million, 730 million more than during the normal flooding
condition (1105 million). As a result, the water level at San-
huhekou hydrological station reached a recorded level of
1021.2 m, 0.41 m higher than any recorded level at the sta-
tion, which led to dike break at two sites, causing serious
economic losses. During the break-up period in the winter
2005/2006, the water level at Sanhuhekou station reached
1020.81 m, for a maximum discharge of 772. Figure 2 show
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the maximum recorded water levels, every decade between
1970 and 2009, at Sanhuhekou hydrological station.

The Yellow River basin is under the influence of cold air
from the vicinity of Siberia and Mongolia; the mean air tem-
perature during the whole winter is below 0◦, and this lasts
for 4 to 5 months. Due to the special geographical location
and difference in latitude of the Ning–Meng reach on the Yel-
low River, together with the special river flow direction, the
downstream part both freezes and breaks up earlier than the
upstream part. Hence it is very easy for ice jams or backwa-
ter to be formed, which can result in ice flood disasters such
as dams being destroyed and dike breaks. Based on the liter-
ature review on ice flood disasters, one can conclude that on
the Yellow River the main problems regarding ice floods are
caused by ice-dam floods and ice-jam floods which can result
in dike breaks and overtopping on the embankment. This is
the key problem to be solved on the Ning–Meng reach of the
Yellow River.

4 Modelling application

4.1 Model set-up

Present research uses the YRIDM, which is a 1-D unsteady-
state model. The YRIDM is based on the RICE and RICEN
models, and designed taking river ice processes into account.

The YRIDM model is simulating the ice dynamics, by de-
scribing the skim ice formation and frazil ice as it is in the
RICE model. Skim ice formation is based on the empirical
equation, developed by Matousek (1984); frazil ice along the
river channel is described by the mathematical model defined
by Shen and Chiang (1984) and the ice dynamics is described
by the static border of the ice formation, which is defined by
Svensson et al. (1989) in form of a critical value. The other
elements of the ice dynamics are the growth of the border
ice, the undercover accumulation, erosion of the ice, and ero-
sion of the ice cover due to thermal growth. Though YRIDM
is based on the RICE model, there is a major difference in
how the break-up of the ice is checked in the two models. In
the case of RICE, the critical value of discharge for which
the break-up appears is a constant value that has to be deter-
mined before using the model, by experiments on site, while
in the YRIDM model the critical discharge is determined by
an empirical equation.

The YRIDM model was designed to simulate the ice flood
for unsteady-state flow, which uses the governing Eqs. (1)–
(5) below:
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3/2
b )/2

]2/3
, (4)

ni = ni,i + (ni,i − ni,e)e
−αnT , (5)

whereQ = discharge (m3 s−1); A = net flow cross-sectional
area (m2); x = distance (m);t = time (s); g = gravitational
acceleration (m s−2); Sf = friction slope; nc = equivalent
roughness;ni = roughness of ice cover;nb = roughness of
river bed;u = average velocity (m s−1); R = river hydraulic
radius (m);ni,i = initial roughness of ice cover;ni,e = final
roughness of ice cover at the end of an ice-covered period
(0.008∼ 0.012); T = freeze-up time (day); andαn = decay
coefficient.

The YRIDM equations for ice transportation model are
different from the ones in RICE, that is, YRIDM uses
convection–diffusion equation between ice run and floating
ice, while RICE uses a two-layer mode for the surface ice
transportation. The critical value of discharge for which the
break-up appears is determined by the empirical Eq. (6):

Q ≥
9.5∗ a ∗ hi∑

Ta++ 1
, (6)

whereQ is discharge (m3 s−1); hi is the ice cover thickness
when air temperature varies from positive values to negative
ones (m);a is the break-up coefficient (a= 4 for mechanical
break-up anda = 22 for thermal break-up); andTa+ is the av-
erage daily accumulated positive air temperature, measured
from the day when air temperature turns positive.

The roughness of ice cover is usually computed based on
the end roughness of ice cover and a decay constant; how-
ever, the YRIDM model is developed with a constant initial
roughness of ice cover, which has been determined by YRCC
through several measuring campaigns.

The logical flowchart of the YRIDM model is presented in
Fig. 3. It consists of three main components, the river hydro-
dynamics, thermodynamics, and ice dynamic modules. The
advantage of this model is that it can be subdivided even fur-
ther into the following modules: river hydraulics, heat ex-
change, water temperature and ice concentration distribu-
tions, ice cover formation, ice transport and cover progres-
sion, undercover deposition and erosion, and thermal growth
and decay of ice covers.

Based on the available data analysis for the Ning–Meng
reach of the Yellow River, and literature review on ice mod-
els, the YRIDM has been selected to conduct the modelling
for ice flood middle-term prediction (10–15 days ahead). The
ice regime on the Ning–Meng reach is mainly determined by
thermal factors, dynamic factors, channel course conditions
and human activities. During the whole research period be-
tween 2001 and 2011, the most serious ice flood occurred
during two winters, namely the winter from 2007 to 2008
and the winter from 2008 and 2009. The winter from 2008
to 2009 was chosen as the simulation winter to calibrate the
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Fig. 4.Verification of the model: water levels.

model, and the winter from 2007 to 2008 was used to verify
the calibrated model.

The reach between Bayangaole station and Toudaoguai
station was chosen to be modelled due to the fact that ice
flood has happened frequently here and data was available
on the reach. The simulation reach has a total length of
475.6 km. A hydrological station named Sanhuhekou is po-
sitioned in the middle of the reach (i.e. 205.6 km away from
Bayangaole station).

The available data includes river hydraulics, meteorologi-
cal, ice regime, and cross sectional data at the four hydromet-
ric stations, namely Shizuishan, Bayangaole, Sanhuhekou,
Toudaoguai stations, and it covers the period of ten win-
ters, from 2001 to 2011. River hydraulic data includes wa-
ter level and discharge with daily measuring frequency. Me-
teorological data includes air and water temperature with a
daily measurement of the water temperature and twice a day
measurement of air temperature (the daily highest and lowest
temperature per day). Ice regime data includes ice run data,
freeze-up date, break-up date, and ice cover thickness. The
measured frequency is per winter except that the measured
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Fig. 6.Verification of the model: water temperature.

frequency of ice cover thickness is every 5 days. Data for
four cross sections for 2009 is available.

During the winter of 2008/2009 the discharge and wa-
ter temperature at Bayangaole station, the water level at
Toudaoguai station, air temperature at Sanhuhekou and
Toudaoguai stations, and cross sections and bed elevation
were used to build the model.

4.2 Model calibration and verification

During the winter of 2008/2009, daily mean discharge at
the Bayangaole station is taken as the upstream boundary
condition to the model, and the daily mean water level at
the Toudaoguai station was set as the downstream bound-
ary condition. The air temperatures at the Sanhuhekou and
Toudaoguai stations were input into the model, and the air
temperature at the Sanhuhekou station was used to cover the
reach from the Bayangaole station to the Sanhuhekou station,
and at the same time, the air temperature at the Toudaoguai
station was used to cover the reach from the Sanhuhekou sta-
tion to the Toudaoguai station. The daily lowest and high-
est temperatures were interpolated by sine function. Daily
mean water temperature at the Bayangaole station was input
into the model as the upstream boundary condition of water
temperature. The initial conditions were water temperature,
water level, and discharge.
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Table 1.Results of the sensitivity analysis of the parameters of the YRCC river ice dynamic model.

Sensitivity
parameters Physical meaning Reference range Unit Sensitive object

Nb Bed roughness 0.019∼ 0.045 – Water level
ni,e End-ice roughness 0.008∼ 0.035 – Water level
αn Decay constant 0.005∼ 0.4 1/day Water level
Coe_Cw Heat exchange coefficient between water and ice 15∼ 18 – –
Coe_Hia Heat exchange coefficient between ice and air 6∼ 12 – Ice cover thickness
Coe_Co Heat exchange coefficient between water and air 15∼ 25 – Ice cover thickness

Table 2.Calibrated parameters values.

Parameters Physical meaning Value Unit

N1 Bed roughness (cross1–cross26) 0.011 –
N2 Bed roughness (cross27–cross51) 0.017 –
N3 Bed roughness (cross52–cross87) 0.045 –
N4 Bed roughness (cross88–cross121) 0.004 –
αn Decay constant 0.001 1/day
ni,e End-ice roughness 0.01 –
Coe_Cw Heat exchange coefficient between water and ice 16.62 –
Coe_Hia Heat exchange coefficient between ice and air 12 –
Coe_Co Heat exchange coefficient between water and air 19 –

Based on the literature review and the reference book of
the numerical model from YRCC, the sensitivity parameters
are listed in Table 1. The one-at-a-time sensitivity measure
method was used to conduct the sensitivity analysis, which
means the value of one parameter is changed from the min-
imum value to the maximum value while at the same time
other parameters are kept constant at the mean value, and
then the variation of the model output is checked.

After the sensitivity analysis, scenarios of the model cal-
ibration can be designed based on the sensitivity analysis
results (Table 1). If the model is sensitive to a certain pa-
rameter, then the parameter needs to be calibrated carefully,
otherwise the default value is used. In this case, bed rough-
ness, end-ice roughness, and decay constant are sensitive to
the water level at the Sanhuhekou station; heat exchange co-
efficient between ice and air, and heat exchange coefficient
between water and air are sensitive to ice cover thickness at
the Sanhuhekou station. These five parameters should be cal-
ibrated carefully; the heat exchange coefficient between wa-
ter and ice is not sensitive to the output, hence the default
value can be set. The model can be calibrated under differ-
ent ice regime conditions, which means that some parame-
ters can be calibrated under open water conditions, such as
the Manning coefficient of river beds and the heat exchange
coefficient between water and air. Some parameters can be
calibrated under ice conditions, such as the Manning coef-
ficient under ice cover, end-ice roughness, and decay con-
stant. Hence the model calibration procedure is divided into
a model calibration under open water conditions and a model

calibration under ice conditions. In the calibration procedure,
RMSE (root mean square error) is used as the criterion to
check the model performance.

The calibrated bed roughness for different cross sections
was varied for a large range of values (i.e from 0.004 to
0.017). These values are provided by YRCC and reflects the
four different types of channel beds of the modelled river
reach. The Ningxia River reach, which is 397 km long, starts
at Nanchangtan and ends at Mahuanggou, in Shizuishan city.
From Nanchangtan to Zaoyuan (ca. 135 km) there is an un-
common freezing state of the river reach, because the bed
slope is steep and water velocity is high. This state allows
the river reach to freeze up only during very cold winters. On
the reach from Zaoyuan to Mahuanggou (ca. 262 km), on the
other hand, there is a common freezing state of the river reach
because the slope is gentle and water velocity is small. The
Inner Mongolia reach is located on the north of Yellow River
basin and has a total length of 830 km. The reach is wide
with gentle slopes, meandering twists and turns. Although it
is located in the middle and lower Yellow River, its slope is
close to that of the Yellow River estuary. A summary of the
slopes, width and roughness of these four types of considered
reaches is given in the Table 3.

After calibration of YRIDM during the winter of
2008/2009, the discharge and water temperature at the
Bayangaole station, the water level at the Toudaoguai sta-
tion, air temperature at the Sanhuhekou and Toudaoguai sta-
tions, and cross sections and bed elevation during the winter
of 2007/2008 were used to build the model. The simulated
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Table 3.Channel characteristics of Ning–Meng reach.

Autonomous Channel Channel Average Main Channel
region Section type length (km) channel width (m) channel width (m) slope (‰) Roughness

Ningxia
Nanchangtan–Zaoyuan valley type 135 200–300 0.8–1.0 0.005–0.014
Zaoyuan–Mahuanggou transition type 262 500–1000 0.1–0.2 0.005–0.014

InnerMongolia

Mahuanggou–Wuda bridge valley type 69.0 400 400 0.56 0.011–0.020
Wuda bridge–Sanshenggong transition type 106.6 1800 600 0.15 0.011–0.020
Sanshenggong–Sanhuhekou wandering type 205.6 3500 750 0.17 0.009–0.018

Sanhuhekou–Zhaojunfen transition type 126.2 4000 710 0.12 0.009–0.018
Zhaojunfen–Lamawan bend type 214.1 3000–2000 600 0.10 0.002–0.010
Lamawan–Yushuwan valley type 118.5 0.002–0.010

Total Nanchangtan–Yushuwan 1237
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Figure 8. Discharge at Sanhuhekou station 719 

Fig. 7.Water levels at Sanhuhekou station.

water level, discharge, water temperature, and ice cover
thickness at the Sanhuhekou station during the winter of
2007/2008 were used to compare with the observed values
to verify the calibrated model.

The simulation period used for verification of the model
was done for the available data from 1 November 2007 to
31 December 2007. Results of the verification are presented
in Figs. 4, 5 and 6 for water level, discharge and temperature,
respectively. Though there was just little data measured and
available for verification, results shows that the model could
capture the trend of water level, discharge, and water tem-
perature. It is worth to be noted that in 2008/2009, the water
level did not exceed the embankments.

4.3 Model uncertainty analysis

Based on the sensitivity analysis results, the water level at the
Sanhuhekou station is sensitive to the Manning coefficient
of river bed, decay constant, and end-ice roughness; and the
ice cover thickness at the Sanhuhekou station is sensitive to
the heat exchange coefficient between ice and air, and heat
exchange coefficient between water and air. Hence, the un-
certainty analysis is divided into an uncertainty analysis of
the water level at the Sanhuhekou station and the uncertainty
analysis of ice cover thickness at the Sanhuhekou station, and
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Figure 7. Water levels at Sanhuhekou station 717 
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Figure 8. Discharge at Sanhuhekou station 719 Fig. 8.Discharge at Sanhuhekou station.

the Monte Carlo simulation is used to conduct the parametric
uncertainty analysis (Moya Gomez et al., 2013).

Due to the limitation of time, it was impossible to run the
model several times. When conducting the uncertainty anal-
ysis of the water level at the Sanhuhekou station, the related
four parameters were the Manning coefficients of the river
bed at the upstream and downstream of the Sanhuhekou sta-
tion, decay constant, and end-ice roughness. The scenarios of
the uncertainty analysis of the water level at the Sanhuhekou
station were designed based on the calibrated parameters, the
range was calculated by increasing and decreasing the cali-
brated value by 20 %, the sample generation was uniformly
random, and the number of simulation was 500. When con-
ducting the uncertainty analysis of the ice cover thickness at
the Sanhuhekou station, the two related parameters were the
heat exchange coefficient between ice and air, and the heat
exchange coefficient between water and air. The scenarios
of the uncertainty analysis about ice cover thickness at the
Sanhuhekou station were designed based on the calibrated
parameters, the range was calculated through increasing and
decreasing the calibrated value by 20 %, the sample genera-
tion was uniformly random, and the number of simulations
was 400.

Based on the above case designs, the parameters were in-
put into the model, the model was run and the result were
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Fig. 9.Water temperature at Sanhuhekou station.
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Figure 10. Ice cover thickness at Sanhuhekou station  723 Fig. 10.Ice cover thickness at Sanhuhekou station.

stored, the distribution and quartile of the output were anal-
ysed, namely the pdf (probability density function) at one
time step and two bounds (5 and 95 %).

5 Results and discussion

The results of the sensitivity analysis show that bed rough-
ness, end-ice roughness, and the decay constant are sensitive
to the water level at the Sanhuhekou station, and that the heat
exchange coefficient between ice and air, and the heat ex-
change coefficient between water and air are sensitive to ice
cover thickness at the Sanhuhekou station.

Based on the results of the sensitivity analysis, the model
was calibrated, and the values of calibrated parameters can
be seen in Table 2.

Figure 7 shows the water level comparison at the San-
huhekou station during the winter of 2008/2009 between
the simulated data and observed data. The resulting RMSE
is 0.464. The simulated result is acceptable and reasonable.
From day 1 to day 40 the simulated result is not good, but
the trend in the simulated results is consistent with the ob-
served results, which is because in the beginning, the simu-
lated water level is affected by the initial conditions. From
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Fig. 11.Water levels at Sanhuhekou station.
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Figure 12. Probability distribution of the water level on Day 90 727 Fig. 12.Probability distribution of the water level on Day 90.

day 125 to the end, the simulated result is not accurate and
the trend is even adverse, which is because the model can-
not simulate an ice-jam break-up during the break-up period.
The data observed during the period clearly shows that the
water level decreases suddenly, which means that the ice jam
at the downstream of the Sanhuhekou station collapses, but
the model cannot simulate this phenomenon, which is why
the simulated results are not so accurate. During the rest of
the period, the results are acceptable.

Figure 8 shows a comparison between the simulated dis-
charge data and observed discharge data at the Sanhuhekou
station during the winter of 2008/2009. The RMSE is 160.5
compared with the peak discharge of 1400 m3 s−1, so the er-
ror rate is 11.2 %, and hence the simulated result is accept-
able and reasonable. From day 1 to day 25, the simulated
results are not accurate, but the trend in the simulated results
is consistent with the observed trend, which is because in the
beginning, the simulated water level is affected by the initial
conditions. From day 25 to day 50, the simulated results are
also not accurate. The discharge decreases suddenly; this is
because during the freeze-up period, the channel storage ca-
pacity increases when the water has been changed into ice,
then the amount of water decreases, which can result in a
sudden decrease in discharge, but the discharge can increase
again when the channel storage capacity of the river contin-
ues to be stable. However, there is an assumption that the
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Figure 13.Probability distribution of water level on Day 130 729 
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Fig. 13.Probability distribution of water level on Day 130.
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Fig. 14.Ice cover thickness at Sanhuhekou station.

model ignores the effect on the water body mass balance due
to changes in the ice phase; this is the reason why the results
are not good enough. During the other period, the result is
acceptable.

Figure 9 shows the comparison between the simulated
data and observed data for the water temperature at the San-
huhekou station during the winter of 2008/2009; the RMSE
is 0.854. The simulated results are acceptable and reasonable.
From day 1 to day 15, the simulated results are not good,
which is because in the beginning, the simulated water tem-
perature is affected by the initial water temperature. From
day 55 to day 95, the water temperature is below 0◦; this is
the super cooling phenomenon, which means before the for-
mation of ice cover the water body loses heat very quickly,
which can result in the negative value for the water tempera-
ture. However, once the ice cover forms, it can prevent heat
exchange between the water body and the air; this is the rea-
son why the water temperature keeps steady at 0◦ between
day 100 and day 130. During the rest of the period, the re-
sults are acceptable.

Figure 10 shows the comparison between the simulated
data and observed data for ice cover thickness at the San-
huhekou station during the winter of 2008/2009. Because
the ice cover thickness data was measured per five days,
the observed ice cover thickness data is not continuous and
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Figure 15. Probability distribution of ice cover thickness on Day 60 735 
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Figure 16. Probability distribution of ice cover thickness on Day 120 738 
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Fig. 15.Probability distribution of ice cover thickness on Day 60.
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Figure 16. Probability distribution of ice cover thickness on Day 120 738 
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Fig. 16.Probability distribution of ice cover thickness on Day 120.

the RMSE between the simulated data and observed data
is 0.109 m. The simulated results can describe the variation
trend for ice cover thickness, and the simulated maximum
value of the ice cover thickness, 0.58 m on 28 January 2009,
has the same value as the measured one

The prepared data during the winter of 2007/2008 were
input into the model to verify the calibrated model. In the
winter of 2007/2008, the water level exceeded the height of
embankment at Duguitalakuisu county, and resulted in a dike
breach, which could not be captured by the model because as
per the reference guide for the model, it cannot work when
the water level exceeds the height of the embankment. In this
respect YRIDM should be improved so that it has the ability
to deal with such kind of problems.

After running the model, the uncertainty analysis results
can be summarized in Fig. 11. Figure 11 shows the observed
data, 5 % percentile bound, 95 % percentile bound, and the
results of 500 cases. Day 90 (Fig. 12) and Day 130 (Fig. 13)
are chosen to show the probability distribution. When it
comes to the probability distribution of the uncertainty anal-
ysis results, if the distribution looks like a normal distribu-
tion, the uncertainty analysis results are good. According to
Figs. 12 and 13, the probability distribution of the water level
on day 90 looks good, which is because it looks like the nor-
mal distribution. Although the probability distribution of the
water level on day 130 is a skewed normal distribution, at
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least it shows the basic shape of normal distribution, and
hence the uncertainty analysis results are reasonable.

After running the model, the uncertainty analysis results
can be summarized in Fig. 14. Figure 10 shows the observed
data, 5 % percentile bound, 95 % percentile bound, and the
results of 400 cases. Day 60 (Fig. 15) and Day 120 (Fig. 16)
are chosen to show the probability distribution. According to
Figs. 15 and 16, the uncertainty analysis results are not good,
due to the fact that the probability distribution of the ice cover
thickness on these two days is not a normal distribution. This
result is due to the fact that the number of cases designed for
the uncertainty analysis might not be sufficient to show the
characteristics of a model uncertainty.

Results show the sensitivity of bed roughness, end-ice
roughness, and decay constant to water level at the San-
huhekou station; and that both the heat exchange coefficient
between ice and air and the heat exchange coefficient be-
tween water and air are sensitive to ice cover thickness at
the same station. The model however cannot work when
the water level exceeds the height of embankments, never-
theless reasonable results about uncertainty analysis can be
achieved. Based on the obtained results it can be concluded
that the model can be applied to the Ning–Meng reach to
simulate its ice regime, and once calibrated, it can be used to
forecast the ice regime to support decision making, such as
on artificial ice-breaking and reservoir regulation

6 Conclusions

Tracking ice formation from observations and combining
with numerical model predictions for advanced warning re-
quires proper understanding of all scientific issues that play
a role. In the case of the Yellow River, ice floods impose
a threat every year, which is why the Yellow River Com-
mission is putting considerable effort in verifying theoreti-
cal formulations with actual field measurements in order to
better understand the scientific mechanisms that play a role.
Transforming this knowledge into an early warning system
that can help save lives is a scientific issue that requires at-
tention (Almoradie et al., 2014; Jonoski et al., 2014; Popescu
et al., 2012).

Based on the obtained results with the YRIDM model it
can be concluded that it is applicable to the Ning–Meng reach
for simulating ice regimes, and once calibrated, it can be used
to forecast the ice regime to support decision making, such
as on artificial ice-breaking and reservoir regulation. There is
however a limitation of the YRIDM model that it cannot sim-
ulate a mechanical break-up during the break-up period be-
cause the effect of ice phase change on the water body mass
balance is ignored.

The used model has the advantage that for 10–15 days
forecasts of the meteorological data that are used as hydro-
logical and hydraulic input into the model, the ice regime can
be predicted and support decision making.

As the data collection continues the base to determine the
possible times of ice formation and consequently flooding is
enlarged and improved (Debolskaya, 2009). Based on ice-
formation predictions decision makers can take appropriate
measures to reduce the risk of flooding. Flooding during cold
season is very important, therefore determination of the mo-
ments of ice formation that could possibly eliminate flood-
ing, due to the decisions taken is also an important task in
modelling. For ice formation and based on data availability
a 1-D model is sufficient to be used; however, for the deter-
mination of the flood extent and time of flood occurrence, a
more complex model, such as a 1D-2D, needs to be made
available (Gichamo et al., 2013; Shen et al., 2008).

Though the present research focussed on ice formation
rather than floods it can be generally concluded that the mea-
sured elements and frequency should be increased, and as
recommendation if floods need to be captured and simulated
then the one-dimensional models should be extended to two-
dimensional models.
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Floods are one of the most common and widely distributed natural risks to life and property. There is
a need to identify the risk in flood-prone areas to support decisions for risk management, from high-level
planning proposals to detailed design. There are many methods available to undertake such studies. The
most accepted, and therefore commonly used, of which is computer-based inundation mapping. By
contrast the parametric approach of vulnerability assessment is increasingly accepted. Each of these
approaches has advantages and disadvantages for decision makers and this paper focuses on how the
two approaches compare in use. It is concluded that the parametric approach, here the FVI, is the only
one which evaluates vulnerability to floods; whilst although the deterministic approach has limited
evaluation of vulnerability, it has a better science base.

� 2012 Elsevier Ltd. All rights reserved.
1. Introduction

Floods are one of the most common and widely distributed
natural risks to life and property. Damage caused by floods on
a global scale has been significant in recent decades (Jonkman and
Vrijling, 2008). In 2011, floods were reported to be the third most
common disaster, after earthquake and tsunami, with 5202 deaths,
and affecting millions of people (CRED, 2012). River, coastal and
flash floods can claim human lives, destroy properties, damage
economies, make fertile land unusable and damage the environ-
ment. The development of techniques, measures and assessment
methodologies to increase understanding of flood risk or vulnera-
bility can assist decision makers greatly in reducing damage and
fatalities. Different methods to assess risk and vulnerability of areas
to flooding have been developed over the last few decades. This
paper aims to investigate two of the more widely used methods:
traditional physically-based modelling approaches to risk assess-
ment and parametric approaches for assessing flood vulnerability.
The paper aims to present and discuss the benefits of each to
decision makers.
r Water Education, P.O. Box
670723396.
a).

All rights reserved.
1.1. Flood risk as a concept

The term “risk” in relation to flood hazards was introduced by
Knight (1921), and is used in diverse different contexts and topics
showing how adaptive any definition can be (Sayers et al., 2011). In
the area of natural hazard studies,many definitions can be found. It is
clear that themanydefinitions related to risk (Slovic,1987;Alexander,
1993; IPCC, 2001; Plate Erich, 2002; Barredo et al., 2007) are inter-
related and interchangeable and each of themhas certain advantages
in different applications (e.g. Sayers et al., 2011; Merz et al., 2007).

This study will consider risk as the product of two components,
i.e. probability and consequence (Smith, 2004):

Risk ¼ Probability� Consequence (1)

This concept of flood risk is strictly related to the probability that
a high flow event of a given magnitude occurs, which results in
consequences which span environmental, economic and social
losses caused by that event. The EU Flood European Floods
Directive 2007/60/EC (EC, 2007) and UNEP (2004) uses this defi-
nition of risk where “flood risk” means the combination of the
probability of a flood event and of the potential adverse conse-
quences for human health, the environment, cultural heritage and
economic activity associated with a flood event.

mailto:s.balica@unesco-ihe.org
www.sciencedirect.com/science/journal/13648152
http://www.elsevier.com/locate/envsoft
http://dx.doi.org/10.1016/j.envsoft.2012.11.002
http://dx.doi.org/10.1016/j.envsoft.2012.11.002
http://dx.doi.org/10.1016/j.envsoft.2012.11.002
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1.2. Hazard and flood hazard as a concept

“The probability of the occurrence of potentially damaging
flood events is called flood hazard” (Schanze, 2006). Potentially
damaging means that there are elements exposed to floods which
may be harmed. Flood hazards include events with diverse
characteristics, e.g. a structure located in the floodplain can be
endangered by a 20-year flood and a water level of 0.5 m and by
50-year flood and a water level of 1.2 m. Heavy rainfall, coastal or
fluvial waves, or storm surges represent the source of flood
hazard. Generally these elements are characterised by the prob-
ability of flood event with a certain magnitude and other
characteristics.

1.3. Vulnerability and Flood vulnerability as a concept

While the notion of vulnerability is frequently used within
catastrophe research, researchers’ notion of vulnerability has
changed several times lately and consequently there have been
several attempts to define and capture themeaning of the term. It is
now commonly understood that “vulnerability is the root cause of
disasters” (Lewis, 1999) and “vulnerability is the risk context”
(Gabor and Griffith, 1980). Many authors discuss, define and add
detail to this general definition. Some of them give a definition of
vulnerability to certain hazards like climate change (IPCC, 2001),
environmental hazards (Blaikie et al., 1994; Klein et al., 1999; ISDR,
2004), or the definition of vulnerability to floods (van der Veen and
Logtmeijer, 2005; Connor and Hiroki, 2005; UN, 1982; McCarthy
et al., 2001).

This study will use the following definition of vulnerability
specifically related to flooding:

The extent to which a system is susceptible to floods due to expo-
sure, a perturbation, in conjunction with its ability (or inability) to
cope, recover, or basically adapt.
2. The practice of flood risk and vulnerability assessment

Different methods to assess or determine hazard, risk and
vulnerability to flooding have evolved through ongoing research
and practice in recent decades (Xia et al., 2011; Hartanto et al., 2011;
Gichamo et al., 2012). Two distinct method types can be distin-
guished and are considered in this paper:

� Deterministic modelling approaches which use physically
based modelling approaches to estimate flood hazard/proba-
bility of particular event, coupled with damage assessment
models which estimate economic consequence to provide an
assessment of flood risk in an area.

� Parametric approaches which aim to use readily available data
of information to build a picture of the vulnerability of an area.

Each method has developed from different schools of thought;
the first approach mentioned is the traditional method which is
routinely used in practice and academia alike. The second approach
has evolved from several concerns such us: the internal charac-
teristics of the system, global climate change and the political and
institutional characteristics of the system. However, it takes a long
time to develop the structural and non-structural measures
required to prepare for flooding. In order to help guide such policy
decisions, the development of a practical method for assessing
flood vulnerability was needed. Among this need, this parametric
approach points on vulnerability assessments to minimize the
impacts of flooding and also to increase the resilience of the
affected system.
2.1. The physically based modelling approach

Floods are primarily the result of extreme weather events. The
magnitude of such an extreme event has an inverse relationship
with the frequency of its occurrence i.e. floods with highmagnitude
occur less frequently than more moderate events. The relationship
between the frequencies of occurrence and the magnitude of the
extreme event is traditionally established by performing
a frequency analysis of historical hydrological data using different
probability distributions.

Once the frequency, magnitude and shape of the hydrograph
are established, computer models which discretise the topo-
graphical river and land form are used to estimate flood depth,
flood elevation and velocity (Hansson et al., 2008). Calculation of
flood inundation depth and inundation extent is done using
computational models based on solutions of the full or approxi-
mate forms of the shallow water equations. These types of
models are one (1D) or two-dimensional (2D). 1D modelling is
the common approach for simulating flow in a river channel,
where water flow in the river is assumed to flow in one dominant
direction which is aligned with the centre line of the main river
channel. A 1D model can solve flood flows in open channels, if
the shallow water assumptions that vertical acceleration is not
significant and that water level in the channel cross-section is
approximately horizontal are valid. However problems arise
when the channel is embanked and water levels are different
in the floodplain than in the channel and 2D models are needed
in this situation. The hydraulic results from a computer model,
such as inundation depth, velocity and extent can be used for
loss estimation due to a particular design flood event. These
parameters can then be linked to estimates of economic damage
and loss in the affected area. Different models of damage and loss
are available and are based on established economic relation-
ships (ref).

This method relies on a significant amount of detailed topo-
graphic, hydrographic and economic information in the area
studied. If the information is available, fairly accurate estimates of
the potential risk to an area, as a result of economic losses, can be
calculated. This type of flood hazard and associated economic loss
information is reasonably easily communicated to the public. With
the case of economic loss the public is used to hearing information
provided in this manner. However, if the information for the model
construction is not available, the method is likely to incur signifi-
cant anomalies, which can call into question the validity of the
assessment. These types of knowledge gaps and uncertainties are
difficult to communicate effectively and can confuse decision
makers and the public alike.

The scientific community therefore has researched methods
that will overcome these problems. In this context it becomes
important to evaluate the hazard, risk and vulnerability to flooding
also from a different perspective: the parametric approach.

2.2. The parametric approach

The parametric approach, introduced in 80’s by Little and Robin
(1983), starts from the perspective of limited data, and has devel-
oped further since. The parametric approach aims to estimate the
complete vulnerability value of a system by using only a few readily
available parameters relating to that system, though the imple-
mentation of the approach is not simple.

Four types of parametric approaches have been developed by
the scientific communities: i) estimating the complete vulnerability
value of a system by using only few parameters relating to that
system, ii) estimation of “the imputation of non-observable values”
(Glynn et al., 1993), in which the observed parameters are used to



Fig. 1. Proposed methodology.
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model the non-observed ones. (This assumption can be wrong), iii)
the “parametric modelisation via maximum likelihood” (Little and
Rubin, 1987), which is not a direct approach and is based on large
number of assumptions; and iv) the “semi-parametric approach”
(Newey, 1990) which allows modelling only of what is strictly
necessary.

This study considers the first type of parametric approach,
where the indicators and results rely on assumptions that cannot
be validated from the observed data. This parametric approach
tries to design a methodology that would allow the experts to
assess the vulnerability results depend on the system character-
istics and also to show the drawbacks, the practical and the phil-
osophical in the specifications of the likelihood function (Serrat
and Gomez, 2001).

In a general context, vulnerability is constructed like an
instrumental value or taxonomy, measuring and classifying social,
economic and environmental systems, from low vulnerability to
high vulnerability. The vulnerability notion has come fromdifferent
disciplines, from economics and anthropology to psychology and
engineering (Adger, 2006); the notion has been evolving giving
strong justifications for differences in the extent of damage
occurred from natural hazards.

Whatever the exact measure of vulnerability one chooses to
work with, the starting point is to estimate the right parameters of
the process under the specification of the datasets. Vulnerability
assessments have to be explicitly forward-looking. No matter how
rich the data, the vulnerability of various systems is never directly
obvious.

At spatial and temporal scales, several methodologies such as
parametric-based approaches are applied to a vast diversity of
systems: Environmental Vulnerability Index (EVI), Pratt et al., 2004;
The Composite Vulnerability Index for Small Island States (CVISIS),
Briguglio, 2003; Global Risk and Vulnerability Index (GRVI),
Peduzzi et al., 2001; Climate Vulnerability Index (CVI), Sullivan and
Meigh, 2003, etc.

This study uses a parametric approach proposed by Balica et al.
(2009) and Balica and Wright (2010) to determine and index flood
vulnerability for four system components (social, economic envi-
ronmental and physical).

The parametric approach has some drawbacks, such as: an
inevitable level of assumptions, the need for a sensitivity analyses,
reliable sources and the subjective manner of interpreting the
results.

2.3. Comparison of approaches

Physically based modelling and parametric approaches offer
two different techniques for assessing flood risk and vulnerability.
In light of these two distinct approaches, a clear question arises:
what are the different advantages and disadvantages for decision
makers using these techniques and “how do the two approaches
compare in use?”

In order to answer this research question it is important to
assess what decisionmakers require from these techniques in order
to reach decisions. For the purposes of this study the following key
components are identified:

� Information on the mechanism and cause of flooding (flood
hazard) in the area studied.

� Information on the health and safety implications for the
affected population of the flood hazard posed in the area, and
the relative areas or populationwho are particularly vulnerable
(and why).

� Information on the economic damage and losses expected in
the area given a particular event.
In addition to these key components a fourth criteria was
identified:

� How easily is this information communicated, both
B From the expert undertaking the study to the decision-

maker and
B From the decision-maker to the public

This study will use the above identified criteria to compare the
application of the two techniques (physically based modelling and
the parametric approach) to a case study area in Budalangi, on the
Nzoia River in Western Kenya. The paper aims to investigate the
benefits and drawbacks of each approach, with the purpose of
informing decision makers of the use.

3. Methodology

The scope of the present paper is to compare a parametric approach (Flood
Vulnerability Index (FVI)) with traditional physically-based hydraulic modelling for
flood risk analysis in order to determine what are the advantages of using one or the
other in design and decision-making when flood hazard is involved. The general
framework for the methodology is set out in Fig. 1.

3.1. Case study area

The Nzoia River originates in the South Eastern part of Mt. Elgon and the
Western slopes of Cherangani Hills at an elevation of about 2300 m.a.s.l and it is one
of the major rivers flowing into Lake Victoria. Nzoia River Basin covers an area of
12,709 km2 in Western Kenya (Fig. 2). The Nzoia River discharges into Lake Victoria
in Budalangi, Busia district. The river is of international importance, as it is one of the
major rivers in Nile basin contributing to the shared water of Lake Victoria (NRBMI,
nd).

The Nzoia River Basin is divided into three sub-catchments: the Lower Nzoia,
characterised as flat and swampy; the Middle Nzoia and the Upper Nzoia, charac-
terised with hills and steep slopes. The major tributaries of the Nzoia River are:
Koitogos (Sabwani), Moiben, Little Nzoia, Ewaso Rongai, Kibisi, Kipkaren and Kuywa.
The climate is tropical-humid and the area experiences four distinct seasons. Nzoia
catchment has two rainy periods per year, one from March to May, with long rains
and a second one from October to December, with short rains associated with ITCZ
(the Inter Tropical Convergence Zone). The mean annual rainfall varies from
aminimum of 1076 mm in the lowland to a maximum of 2235mm in the highlands.
Average annual volume of precipitation of the catchment is about 1740�106m3. The
average temperature of the area varies from 16 �C in the upper catchment (high-
lands) to 28 �C in the lower catchment (lower semi-arid areas).

The dominant land use in the river basin is agriculture and the main agriculture
production of the area are corn, sorghum, millet, bananas, groundnuts, beans,
potatoes, and cassava and cash crops are coffee, sugarcane, tea, wheat, rice,
sunflower and horticultural crops (Githui et al., 2008). The river basin plays a large



Fig. 2. Nzoia River Basin.
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role in economic development at local and also at national level. Major problems and
challenges in the basin are soil erosion and sedimentation, deforestation, flooding,
and wetland degradation. The area located at the most downstream end of the
catchment is, as previously mentioned the Budalangi area, which is the focus of the
present study. Floods are frequent in the Budalangi area (WMO/MWRMD/APFM,
2004) and their impact is felt through loss of life, damage to property and agricul-
tural/crop destruction.

This case study is data scarce area. The lower the accuracy in the data, the lesser
the accuracy in the predictions, therefore in data scarce areas this can result in bad or
poor vulnerability predictions. Consequently, the results of the two approaches
chosen may prove which one is a more appropriate approach to be used by the
decision makers in such cases.

3.2. Assessing the flood risk of Budalangi region using physically based modelling

There are many simulation models available for solving problems of unsteady or
steady flow. In this present study, an unsteady flow analysis was carried out using
the SOBEK 1D/2D tool, developed by Deltares. SOBEK 1D/2D couples one-
dimensional (1D) hydraulic modelling of the river channel to a two-dimensional
(2D) representation of the floodplains. The hydrodynamic 1D/2D simulation
engine is based upon the optimum combination of a minimum connection search
direct solver and the conjugate gradient method. It also uses a selector for the time
step, which limits the computational time wherever this is feasible. Detailed
numerical implementation of the solution of the Saint Venant flow equations in
SOBEK 1D/2D is given in the technical user manual of Verwey (2006).

Generally the damages by flooding are classified as damages which can be
quantified as monetary losses (tangible) and the damages which cannot be evalu-
ated quantitatively in economic terms (intangible). These damages may be direct or
indirect depending upon the contact to the flooding.

Flood damage estimation methodologies are applied worldwide (Dutta et al.,
2003). For example, in the United Kingdom a standard approach to flood damage
assessment is used (developed in themid 1970s). Since then continually refined, this
approach is mandatory for local authorities and agencies wanting central govern-
ment assistance with floodmitigation measures. In United States, U.S. Army Corps of
Engineers (USACE) has developed its own guidelines for urban flood damage
measurement (USACE, 1988). The method is based on the US Water Resources
Council’s 1983 publication on ‘Principles and Guidelines for Water and Related Land
Resources Implementation Studies’. The approach adopted in the method is very
comprehensive for estimation of damage to urban buildings and to agriculture. In
Australia, authorities considered that is no standard approach and it is a little
attempt to achieve standard approach. Flood damage estimation methodologies are
applied as well in many countries in Europe (Forster et al., 2008). These approaches
are useful in conducting cost-benefit analyses of the economic feasibility of flood
control measures.

This paper uses the Forster et al., 2008, approach where the expected damage
(ED) on agriculture was calculated using the following equation, which is modified
from Forster et al. (2008).

ED¼MV*Y*A*DI, where EDe estimation damage;MVemarket value; Ye yield
per unit area; A e area of cultivation; DI e damage impact factor.

The number of houses in the inundated area was calculated using the infor-
mation on population density and average number of familymember per household.

NH ¼ IA*PD/FM; where NH e number of houses in inundated area; IA e inun-
dated area; PDe population density; FMe average number of family per household.

In order to estimate the flood damage, the estimation of some flood parameters
are needed: flow velocity, depth and duration at any given point, proper classifica-
tion of damage categories considering nature of damage, establishment of rela-
tionship between flood parameters and damage for different damage categories.

3.2.1. Flood inundation modelling
In order to build the 1D/2D hydrodynamic model of the Budalangi River, in

SOBEK, available topographical information from the Shuttle Radar Topography
Mission (SRTM) at a resolution of 90 m by 90 m and sparse cross-section data were
used. Hydrograph variations at the upstream boundaries of the model were
provided by a calibrated hydrological SWATmodel of the Nzoia catchment. Recorded
water levels for Lake Victoria were used as downstream boundary conditions. The
SWAT model used to provide the upstream boundary condition was the one origi-
nally built and described by Githui et al. (2008) and recalibrated. The 1:200 years
design flood determined by SWAT was routed downstream by the hydrodynamic
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SOBEK model and inundation extents were drawn. A 1 in 200 year return flood was
recorded on Nzoia River on November 2008, and therefore the inundation extent
produced by the model was compared with available aerial information captured by
to the Advanced Land Imager (ALI) on NASA’s earth observing-1 satellite on the 13th
November 2008.

The results of the model, at the moment of the largest flood extent, for the 1:200
return flood period are represented in Fig. 3.

3.2.2. Flood damage evaluation
Many flood damage assessment methods have been developed since 1945

(White, 1945).
However, quantifying the expected flood damage is very difficult because the

impact of a flood is a function of many physical and behavioural factors. For the
purposes of this paper, flood damage was assumed to be related only to the flood
depth.

The Budalangi region is a poorly developed rural area whose main industry is
agriculture. Consequently the main expected damages were anticipated to be on the
agricultural sector and were calculated based on a formula developed by Forster
et al. (2008). The main cash crops in the area are known to be sugarcane, maize
and rice. These crops were used, with readily available yield and expected local
market values, to calculate the potential losses due to floods as a result of the 200
year return period event. In addition, loss of property and the affected population
were included in the damage estimation, however it is recognised that in excluding
the calculation of damage in relation to velocity this estimation is significantly
simplified.

3.3. Assessing flood vulnerability of Budalangi using a parametric method

As mentioned above the parametric method used in this study is the one
developed by Balica et al. (2009), which consists in determining a Flood Vulnera-
bility Index (FVI), based on four components of flood vulnerability: social, economic,
environmental and physical and their interactions, which can affect the possible
short term and long term damages.

The four components of the flood vulnerability have been linkedwith the factors
of vulnerability: exposure, susceptibility and resilience (Bosher et al., 2007;
Penning-Rowsell and Chatterton, 1977).

The conceptual FVI equation is:

FVI ¼ E*S
R

; (2)

where E e exposure, S e susceptibility and R e resilience.
The indicators belonging to exposure and susceptibility increase the Flood

Vulnerability Index therefore they are placed in the nominator; however the
Fig. 3. Lower Nzoia flood inundatio
indicators belonging to resilience decrease the FVI, this is why they are placed in the
denominator (Dinh et al., 2012).

The application of this formula for each component leads to four distinct FVI
indices; FVISocial, FVIEconomic, FVIEnvironmental and FVIphysical., which aggregates into:

Total FVI

�
E*S
R

�
Social

þ
�
E*S
R

�
Economic

þ
�
E*S
R

�
Environmental

þ
�
E*S
R

�
Physical

4
(3)

The exposure can be understood as the intangible and material goods that are
present at the location where floods can occur, such as: loss of photographs and
negatives, loss of life, delays in formal education (Penning-Rowsell et al., 2005). The
susceptibility relates to system characteristics, including the social context of flood
damage formation (Begum et al., 2007) and can be i.e. poverty, people with special
needs, education, level of trust. Susceptibility is defined as the extent to which
elements at risk (Messner and Meyer, 2006) within the system are exposed, which
influences the chance of being harmed at times of hazardous floods. Resilience to
flood damages can be considered only in places with past events, since the main
focus is on the experiences encountered during and after floods (Cutter, 1996; Cutter
et al., 2003; Pelling, 2003; Walker et al., 2004; Turner II et al., 2003). Resilience
describes the ability of a system to preserve its basic roles and structures in a time of
distress and disturbance. Indicators showing resilience are flood insurance, amount
of investment, dikes and levees, storage capacities, etc.

There are in total 29 indicators identified to contribute to Eq (3), each with their
own unit of measure. Some indicators are not always used while evaluating the FVI
of a region. They are evaluated in each case and the most representative are used for
the FVI. A comprehensive description of such indicators in case of floods in the
Mekong delta can be found in Dinh et al. (2012).

After identifying the indicators, in order to use them in Eq. (3) they need to be
normalised using a predefined minimum and maximum. In general classical
proportional normalization is used, which keeps the relative ratios in the normal-
ized values of the indicators as they were before normalization. The indicators
become dimensionless, but still keep their proportion.

The FVI of each of the social, economic, environmental and physical component
is computed using Eq. (1). The results of each FVI component (social, economic,
environmental and physical) are summed up in Eq. (3).

The FVI methodology does not require researchers to judge the relative
importance of different components, i.e. they do not need to develop arbitrary
weights for the indicators.

The Eq. (1) links the values of all indicators to flood vulnerability components
and factors (exposure, susceptibility and resilience), without weighting, as sug-
gested by Cendrero and Fischer (1997). This is done because of different number of
rating judgements which “lie behind combined weights”, or interpolating. The same
approach of assigning no weights was used by Peduzzi et al. (2001), the Global Risk
n extent 1:200 year prediction.



Table 1
Flood vulnerability designations.

Designation Index value Description

Very small
vulnerability
to floods

<0.01 Very small Vulnerability to floods,
the area recover fast, flood insurances
exist, Amount of investment in the
area is high

Small vulnerability
to floods

0.01e0.25 Social, economic, environmental and
physical the area can once in a while
experience floods, the area is vulnerable
to floods and the recovery process is
fast due to the high resilience measures,
high budget, on the other hand if the area
is less developed economic, even if a flood
occurs the damages are not high, so small
vulnerability to floods

Vulnerable to
floods

0.25e0.50 Social, economic, environmental and
physical the area is vulnerable to floods,
the area can recover in months average
resilience process, amount of investments
is enough

High Vulnerability
to floods

0.50e0.75 Social, economic, environmental and
physical the area is vulnerable to floods,
recovery process is very slow, low
resilience, no institutional organizations

Very high
vulnerability
to floods

0.75e1 Social, economic, environmental and
physical the area is very vulnerable to
floods, the recovery process very slow.
The area would recover in years. Budget
is scarce.

Table 2
Budalangi FVI results.

Budalangi Flood Vulnerability Index

FVI components FVI values FVI designation

FVISocial 0.768 Very high vulnerability to floods
FVIEconomic 0.521 High vulnerability to floods
FVIEnvironmental 0.314 Vulnerable to floods
FVIPhysical 0.341 Vulnerable to floods
FVI Total 0.490 Vulnerable to High vulnerability

to floods
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and Vulnerability Index e Trends per Year, GRAVITY, by Briguglio (2003) in the
Economic Vulnerability Index and Rygel et al. (2006).

The main issue while computing the FVI is actually to determine these indica-
tors. There are different sources for determining the values of the indicators, and
these are in general statistical data stored by environmental agencies, water boards,
UN overviews and annual data from city halls.

4. Results obtained when applying the two approaches

4.1. Physically based modelling approach

The SOBEK simulation of the 1:200 year event results were
water depths and inundation extents, as can be seen in Fig. 3. The
model is able to produce velocities of flow during an inundation
event as well; however these velocities were not considered in the
estimation of the damages and therefore not reported herein.

The maximum inundation extent was checked with an available
satellite image on 13 November 2008. The obtained maximum
inundation extent from the model was of 12.61 km2, which
represents 97% of the inundation extent of the satellite image. Due
to lack of data in the area, it is considered that this is good for the
calibration of the model.

In order to determine the impact of flood and to evaluate the
damages water depths obtained from themodel were analysed. The
obtained water depths were overall less than 2 m (95% of the
inundated area), and only 5% bigger than 2m in the upstream of the
river. The main water depth is less than 0.5 m for 30% of the
inundated area; 0.5 m for 20% of the inundated area, between 1 m
and 1.5 m for 35% of the inundated area; and 1.5e2m for 10% of the
inundated area.

Based on the results from the hydrodynamic model, damage in
the Budalangi area was computed using Forster et al. (2008)
method and damage functions (Duggal and Soni, 2005).

In the Budalangi area the expected potential damages of 1.54M
Euros (�80,000 Euros were calculated for the event of 1:200 year
return.

4.2. Parametric approach

The FVI methodology was applied to Budalangi Settlement, the
results can be seen in Table 2. Budalangi vulnerability in the social
and economic components is higher than the environmental and
physical component (1.00 means the highest vulnerability, see
Table 1 for Flood Vulnerability Index designations).

The incorporation of flood vulnerability designations is
probably the most difficult of all variables to include in the
vulnerability index. There are problems involved in deciding how
to rank vulnerability zones; but since the purpose of the FVI is to
assess vulnerability in relation to flood vulnerability components
and indicators, it was decided to rank the designation zones on
the basis of standardised vulnerability indices results, between
0 and 1.

Flood vulnerability designations are assigned based on vulner-
ability potential in the event of flooding. A very high vulnerability
designation is assigned if there is very high potential for loss of life
and/or extreme economic loss based on vulnerability indicators, i.e.
low amount of investment in counter measures or very slow
recovery. A high vulnerability designation is assigned if there is
a high potential for loss of life but still high economic loss. A
medium vulnerability designation is assigned if there is a medium
potential for loss of life but an appreciable economic loss, the area
can recover in months and the amount of investment in counter
measures is enough to maintain the existing structural measures. A
low flood vulnerability designation is assigned if there is a small but
still existing potential for loss of life and the economic loss is minor.
Lastly, a very low flood vulnerability designation is assigned if there
is a vanishingly small potential for loss of life and the economic loss
can be minor or even if flood insurances apply.

The data for the Budalangi area consulted to gather the indica-
tors are: UNDP: United Nations Development Programme (HDI,
child mortality, inequality); INTUTE: a web-site which provides
social data for education and science research (population density,
unemployment, disabled people); the World Fact-Book, a database
developed by the CIA with basic information on all the countries in
the world (communication penetration rate, past experience);
UNEDRA: University Network for Disaster Risk Reduction in Africa;
Nzoia River Basin Management Initiative a public private partner-
ship between Water Management Resource Authority and Mumia
Sugar, Pan Paper and Nzoia Sugar Company (land use, flood insur-
ance, shelters, closeness to river); DEFRA e Department for Envi-
ronment, Food and Rural Affairs economic and statistical database
at no cost charge (urban growth, population growth, amount of
investment, dikes-levees, storage capacity); WKCDD & FMP,
Western Kenya Community Driven Development & Flood Mitiga-
tion Project (river discharge, rainfall, evaporation); Western Water
Board, Kenya (drainage, topography, industries, evacuation roads).

Socially, the Budalangi area has very high vulnerability to floods,
since has high population density, high child mortality rate, and
a large affected population due to floods. The study also shows that
the region has few shelters (0.6/km2), no warning systems, no
evacuation roads (no asphalted road), and only limited emergency
services.
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Economically the region is high vulnerable to floods since the
area has low exposure to floods as the main economic activity is
agriculture. The Human Development Index is low, and the area is
not covered by flood insurance. Budalangi has few industries, the
investment levels and a recovery process take long to recover after
a flood event.

Environmentally, the Budalangi settlement is vulnerable to
floods. The environmental component includes indicators which
refer to damage to the environment caused by flood events or
manmade interferences which could increase the vulnerability of
certain areas. But activities like industrialisation, agriculture,
urbanisation, deforestation, can increase the flood vulnerability,
which may also create even more environmental damages.

When examining the physical vulnerability, the Budalangi area
has very low slope and the settlement area is in contact with the
river all along the length of the river so the exposure of Budalangi is
high and has low resilience with little or no installed storage
capacity.

Overall, the area following the designations of FVI is high
vulnerable to floods, the recovery process is slow, the area has low
resilience and no institutional organizations.

5. Discussion (comparison e analysis and discussion of the
approaches)

5.1. The physically based modelling approach

Physically based models have the advantage that they calculate
the solution of a complicated and coupled set of equations that
describe the phenomena of river flow and flooding. These models
are dependent on physical knowledge that they incorporate into
the equations and associated parameters. A key element for a good
physically based model is the minimum of historical data that they
need to determine the values for the parameters included in the
physically based equations. Often, historical data is not available, in
particular in areas of weak infrastructure, and this would make
physically based models unusable in certain areas.

The advantage in using physically based models is their high
capability for prognosis and forecasting, and their disadvantage is
the high input data demand. In the past computational demand
was a big disadvantage, but nowadays with the development of
cloud and cluster computing capabilities over the internet, this
disadvantage is reduced. However this is only true in case of larger,
better-funded organisations that have good computer power to
create cluster of computers, and not yet true for small consultancy
companies or water boards who cannot dedicate cluster of
computers for a specific modelling task. Due to the high compu-
tation resources demands, in case of 2D and 3D models, the cali-
bration of physically or semi-physically based models can still be
a tremendous effort.

In the present study the data on flooding was scarce, however
the 2D physically basedmodel was able to predict well the extent of
flood, which shows that even in an ungauged catchment if the
model is properly build, confidence in the construction of such
a model does not require calibration (Cunge et al., 1980) and the
results are good for design. A model based on the physics of the
phenomena can be used to produce synthetic data to be used with
a simple forecasting model (Van Steenbergen et al., 2012).

One of the important tasks of the decision makers in flood
situations is not only to take management decision but also to
properly disseminate knowledge to involved stakeholders,
including the general public. The objectives of knowledge dissem-
ination is to offer simple and clear information, which can prepare
the public for the future and also can actively involve the stake-
holders in flood management planning. The information should be
delivered in relevant spatial and temporal scales. A physically based
model has the advantage that can offer all types of information on
a very fine spatial resolution, at a level of a street, or a house, in
a familiar and easily recognisable user interface. It is very important
that the decision makers use thoroughly verified results, rather
than results characterised by uncertainties, because the stake-
holders and the public are taking often quick evacuation measures
based on such information.

5.2. The parametric approach

The FVI approach regarding the information on the mechanism
and cause of flooding has some limitations, what is given from this
approach are the indicators values for river discharge, topography,
closeness to the river, the amount of rainfall, dikes and levees.
Considering these indicators the FVI approach can only evaluate the
flood vulnerability, cannot tell the extent of flooding nor the ex-
pected inundation area through the physical and environmental
component. The application of this approach takes less preparation
time than physically-based model construction, calibration and
simulation.

The FVI approach regarding the information on the health and
safety implications to the affected population is well designed; the
approach shows through the social vulnerability indicators the
exact population exposed to floods, the ones which are susceptible
(youngest and eldest), if these people are aware and prepare, if they
have and know how to interpret a warning system, which of the
roads can act as an evacuation road. The social Flood Vulnerability
Index expresses whether the population of that specific area has
experienced floods, the number of people working in the emer-
gency service and the number and locations of shelters in the area.
The social FVI provides a greater understanding of how people
might be affected, which can feed into emergency services and
evacuation strategy development.

The FVI approach regarding the information on the economic
damages and losses to the affected areas gives basic damage esti-
mation. The economic component is related to income or issues
which are inherent to economics that are predisposed to be
affected (Gallopin, 2006).

Many economic activities can be affected by flooding events,
among them are agriculture, fisheries, navigation, power produc-
tion, industries, etc. The loss of these activities can influence the
economic prosperity of a community, region or a country. The FVI
can assess the economic vulnerability using a single number,
though this number cannot evaluate the exact damage and losses
but instead the index shows the number of industries in the area
and their closeness to the river and also the amount of investment
in counter measures and the number of flood insurances in that
specific area.

5.2.1. How easily the information of the FVI approach is
communicated?

From experts undertaking the study to the decision makers it
can be said that the use of the FVI approach improves the decision-
making process by identifying the vulnerability of flood prone
areas. The FVI approach will direct decision-makers to a simplified
usage and simpler understanding of the vulnerability; the FVI
approach can be seen as a tool for decision making to direct
investments to the most appropriate sectors and also to help in the
decision-making process relating to flood defence, policies,
measures and activities. The FVI approach allows, irrespective of
uncertainties, relative comparisons to be made between case
studies. While a level of uncertainty is inherent in FVI, the use of it
in operational flood management is highly relevant for policy and
decision makers in terms of starting adaptation plans. It offers
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a more transparent means of establishing such priorities, which
inevitably are considered as highly political decisions. It may also
be considered as a means to steer flood management policy in
a more sustainable direction. However, as individual information is
lost in the aggregation process, it needs to be retrieved by a more
in-depth analysis of each process in order to design policies and
their implementation.

5.2.2. From decision maker to the public
Hence it is useful to have an easy-to-apply and communicating

instrument that can help give an overview of the main points by
having one single and comparable number, the FVI. The FVI is
necessary, but not sufficient, for decision making and therefore
should be used in combination with other decision-making
tools. This should specifically include participatory methods
with the population of areas identified as vulnerable and should
also include a team of multidisciplinary thematic specialists and
knowledgeable societal representatives and those with expert
judgements.

6. Conclusions

The two approaches, modelling and parametric, have been
applied to a data-scarce area - the Budalangi settlement. Examining
the approaches in the context of this study leads to the following
conclusions:

1. FVI does not assess flood risk directly, but does contribute to
assessing flood risk. Vulnerability takes a step further and
covers other aspects, such as: social aspects, environmental
damage and infrastructure resilience.

2. The deterministic approach has a better science base, but
limited evaluation of vulnerability;

3. FVI gives a wider evaluation, but is less rigorous. Therefore FVI
is useful in a larger-scale vulnerability assessment, but
a deterministic approach is better for more focused studies. In
fact FVI could be used to decide where a deterministic model is
necessary.

The Flood Vulnerability Index as analysed in the research
provides a quick, reliable evaluation of flood vulnerability and in
fact is the only method for assessing the vulnerability to flooding of
a particular geographical area. The fact that indicators are used,
allows for comparison of flood vulnerability in different areas as
well as the identification of which indicators can determine the
relative level of flood vulnerability. FVI can measure trends in the
changing natural and human environments, helping identify and
monitor priorities for action. These features, alongside the ability to
identify the root causes of increased vulnerability, provide key
information at a strategic level for flood risk planning and
management. However the results would provide neither sufficient
information nor the required level of detail for input into engi-
neering designs or project level decisions.

FVI can provide an insight into the most vulnerable locations. It
can analyse the complex interrelation among a number of varied
indicators and their combined effect in reducing or increasing flood
vulnerability in a specified location. It is very useful when there is
a large level of uncertainty and decision makers are faced with
a wide array of possible actions that could be taken in different
scenarios, in this case the FVI can present readily understood and
readily communicated results that can decision-makers in identi-
fying the most effective measures to be taken. In this way the
proposed measures can be prioritised for areas that are at greatest
risk. Uncertainty is not removed, but is integrated into the assess-
ment. On the other hand this complexity is also a negative point,
since it takes a long time and good knowledge of the area and the
system behind the FVI to be able to implement it.

As all with models, this FVI model is a simplification of reality
and its application should be compensated for with thorough
knowledge and expert-based analysis. The difficulties that the
quantification of social indicators poses to the calculation may
constitute a considerable weakness of the model. The FVI is a useful
tool to identify the most vulnerable elements of the water resource
system and safety chain components (Pro-action, prevention,
preparation, response and recovery).

Obviously such aparametricmodel is limited by the accuracyand
availability of good datasets. A number of the indicators are very
hard to quantify especiallywhen it comes to the social indicators. On
the other hand, such a model can give a simplified way of charac-
terising what in reality is a very complex system. Such results will
help to give an indication of whether a system is resilient, suscep-
tible or exposed to flooding risks and help identify which measures
would reap the best return on investment under a changing climate
and population and development expansion. The important point is
that such a model is used as one tool among others within the
whole process of deciding on a roadmap for flood assessment.
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Cloud and cluster computing in uncertainty analysis

of integrated flood models

V. Moya Quiroga, I. Popescu, D. P. Solomatine and L. Bociort

ABSTRACT

There is an increased awareness of the importance of flood management aimed at preventing

human and material losses. A wide variety of numerical modelling tools have been developed in

order to make decision-making more efficient, and to better target management actions.

Hydroinformatics assumes the holistic integrated approach to managing the information propagating

through models, and analysis of uncertainty propagation through models is an important part of such

studies. Many popular approaches to uncertainty analysis typically involve various strategies of

Monte Carlo sampling of uncertain variables and/or parameters and running a model a large number

of times, so that in the case of complex river systems this procedure becomes very time-consuming.

In this study the popular modelling systems HEC-HMS, HEC-RAS and Sobek1D2D were applied to

modelling the hydraulics of the Timis–Bega basin in Romania. We considered the problem of studying

how the flood inundation is influenced by uncertainties in water levels of the reservoirs in the

catchment, and uncertainties in the digital elevation model (DEM) used in the 2D hydraulic model. For

this we used cloud computing (Amazon Elastic Compute Cloud platform) and cluster computing on

the basis of a number of office desktop computers, and were able to show their efficiency, leading to

a considerable reduction of the required computer time for uncertainty analysis of complex models.

The conducted experiments allowed us to associate probabilities to various areas prone to flooding.

This study allows us to draw a conclusion that cloud and cluster computing offer an effective and

efficient technology that makes uncertainty-aware modelling a practical possibility even when using

complex models.
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INTRODUCTION

Water is one of the most vital elements for human life, but it

can also become a devastating force. Although the classical

approach towards flood mitigation is to apply structural

measures, engineers all over the world realised that such

measures introduce new factors to be considered such as

probable failure, new geographical interactions or perform-

ance. Moreover, new flood problems are appearing faster

than structural measures can be implemented. Therefore,

the concept of flood prevention is being replaced by the con-

cept of flood management, which gives non-structural

measures much higher weight (Schanze ; Soldano

et al. ). Flood maps can be seen as the technical base

for non-structural measures (Riccardi ). Both the Euro-

pean Union (EU) and United States Flood Emergency

Management Agency (US FEMA) assessed the importance

of developing flood maps (Federal Emergency Management

Agency ; Aldescu ). Such maps can only be devel-

oped by modelling flood events using hydraulic and

hydrologic models.

There are different approaches towards flood modelling,

from simple geographic information system (GIS) tech-

niques combined with Manning’s equation (Herold &
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Mouton ), to advanced numerical models in 1D (Fer-

reira ; Knebl et al. ; Smemoe et al. ), quasi-

2D (Garcia et al. ; Lindenschmidt et al. ; Soumen-

dra et al. ), integrated 1D2D, 2D (Cobby et al. ;

Tarrant et al. ; Neal et al. ) or 3D (Kang & Choi

; Wilson et al. ). Each approach has its own advan-

tages and disadvantages. For instance, while 1D models may

not represent the flood pattern well, potentially more accu-

rate 2D and 3D models require more data and

computational resources, which will demand a longer run-

ning time of such a model. Hence there is a need to

overcome the running time barrier that restricts the use of

2D and 3D models and one way to decrease this time is to

improve the way computation is done by making use of

supercomputers (which is still rarely done in engineering

practice), or by distributing computations across computers

arranged in clusters, or employing grid and cloud

computing.

Apart from the necessity to speed up the models,

additional demand on computing power comes from the

need to perform uncertainty analysis of models and model

chains. Such an analysis is an important part of any model-

ling study, and there are hydroinformatics tools to support it.

Usually, input and parametric uncertainties are considered;

certain descriptors of uncertainty are assumed (often by

prior probability density functions, or fuzzy descriptors),

and then ‘propagated’ through a model leading to uncertain

outputs. Such analysis is a must if probabilistic flood maps

are to be built. Uncertainty is typically treated as an aleatoric

one (i.e. associated with randomness) and uses probabilistic

descriptors. Uncertainty analysis usually involves using var-

ious versions of a Monte Carlo approach when parameters

or inputs are sampled from the assumed distributions, and

a model is run a large number of times. In the case of com-

plex river systems, this procedure becomes time-consuming

(Macdonald & Strachan ). Therefore, performing uncer-

tainty analysis of a 2D flood model prompts for

computational power, so cloud computing and cluster com-

puting might be helpful tools in this respect. The present

study shows the potential of using cloud and cluster comput-

ing when analysing uncertainty of complex hydraulic

systems by running multiple simulations in parallel.

Cluster computing was successfully applied in different

fields such as biological sciences (Boukerche et al. ),

task scheduling (Lin et al. ), computer-aided engineer-

ing (Maccyzk & Janusz ), optimisation of drainage

systems and water supply (Damas et al. ). Nevertheless,

setting up a computer cluster may involve high initial cost;

hence new alternatives such as grid computing and cloud

computing have arisen. Nowadays these are commercial ser-

vices deployed on the internet used only when needed,

always updated and available at a low price, implementing

thus the principle of Software as a Service, SaaS (see, for

example, http://aws.amazon.com, https://saas.dhigroup.

com).

Both grid computing and cloud computing are distribu-

ted computing services based on the possibilities offered by

the internet. These are somewhat different paradigms and

there is some confusion about the definition and differences

between them. The literature identifies 11 technical differ-

ences, out of which the most important are type of

application, virtualisation and access or control (Weinhardt

et al. ). While cloud computing offers interactivity that

makes its use easier, grid computing is usually oriented at

experts and needs batches of jobs to be prepared in advance,

which makes its usage more difficult compared to cloud

computing.

Scientific applications of such services refer to biomedi-

cal applications, service-level-agreement-aware resources or

high energy physics (Dejun et al. ; Rosenthal et al. ;

Sevior et al. ). Application of cloud computing in water-

related studies is just beginning with the first publications

starting to appear. At UNESCO-IHE we experimented

with the Amazon Elastic Compute Cloud platform for

uncertainty analysis of a hydrological model (Moya et al.

) and multi-objective evolutionary optimisation of com-

plex hydrodynamic wastewater models where we achieved

seven times speedup when using 12 instances of virtual

machines on the cloud (Xu et al. ). In the groundwater

domain the GoGrid cloud computing internet service was

tested to do parameter estimation of a model, showing that

running a single processor required between 26 and 41 h

while four machines on the cloud performed the same

task in 9 h (Hunt et al. ).

The aim of the present paper is to demonstrate the appli-

cability of distributed computing, in particular cloud and

cluster, as a tool supporting uncertainty analysis for hydrolo-

gic and hydraulic studies, as well as the benefits of saving
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computational time while using these tools. This paper is

based on the models reported in Moya et al. (), which

were developed further and used not only in cloud comput-

ing but also in cluster computing. The cloud and cluster

computing component of the study is presented in detail,

along with the comparison of the two technologies and

their use in assessing the uncertainty of the land topography

(digital elevation model (DEM)) in hydraulic modelling.

CASE STUDY

Cloud and cluster computing technology was applied to the

Timis–Bega catchment in Romania (Figure 1). The province

of Banat, where the catchment is located, is one of the most

flood-vulnerable regions of Romania. The rivers Timis and

Bega are of transboundary nature, flowing towards the

Danube and the Tisa rivers, respectively, in the neighbour-

ing country of Serbia. This catchment has a complex and

varied topography starting from the Carpathian Mountains

upstream, to a vast floodplain downstream.

The Timis river has a basin area of 5,573 km2 and

240 km in length. It begins at the Semenic Mountains as a

mountainous river with a slope of 20 m/km, and decreases

to 20 cm/km at the most downstream section in the Roma-

nian territory, at station Graniceri (Aldescu ). The

Bega river springs in the Poiana Ruscai Mountains and

flows a total length of 256 km. Both rivers are connected

by a double connection, consisting of two canals, one of

which during normal conditions diverts water into the

Bega river in order to maximise the flow through the city

of Timisoara, and the second one, which during times of

high waters diverts water into the Timis river to prevent

flooding of the city of Timisoara (Teodorescu ).

In April 2005 the region suffered an extreme flood event,

due to low pressure systems from the Adriatic region and the

Black Sea combined with an intense convective activity and

snowmelt. Such an event flooded hundreds of square kilo-

metres in this area (Popescu et al. ). This type of event

showed the need to analyse different engineering measures

to prevent human and material losses from future flood

events.

Although there is a flood forecasting and warning

system in operation which is based on empirical models,

the 2005 event proved that more accurate models are

required. This prompted the development of an integrated

hydrological–hydraulic model of the Timis–Bega catchment

to evaluate different flood scenarios considering flood

extent, water depth and velocities. An integrated hydrologi-

cal–hydraulic model had been developed in 2009 (Popescu

et al. ) in the framework of a Dutch–Romanian project.

In that project four mitigation measures, along with their

Figure 1 | Timis–Bega catchment location and HEC-HMS model.

57 V. M. Quiroga et al. | Cloud and cluster computing in uncertainty analysis of integrated flood models Journal of Hydroinformatics | 15.1 | 2013



flooding extent, have been tested. The results were promis-

ing; however, it was concluded that to perform a

hydrological and hydraulic simulation over this catchment

of 8,085 km2 using a 2D flood model was a complex and

time-consuming task.

Historically, the study presented herein originated from

the need to extend the applicability of the hydrological–

hydraulic model of the Timis–Bega catchment to generate

probabilistic flood maps, and the need to analyse the poss-

ible uncertainties of the model. It was immediately

concluded that the required Monte Carlo simulations

would need serious computer resources; therefore the

exploring of the possibilities of using cloud and cluster com-

puting became the main challenge for this study.

EVALUATING UNCERTAINTY OF THE INTEGRATED
MODELS

Integrated model of the Timis–Bega basin

As from 2009, the Romanian Water Board of Banat area

uses, for simulation of flood routing, an integrated model

consisting of three models: one for the rainfall–runoff com-

ponent, for the most upstream part of the catchment; a

second one for the middle part of the catchment consisting

of a 1D river flow model; and a third one for the most down-

stream part of the catchment, a coupled river–floodplain

1D2D hydrodynamic model.

The Hydrologic Modeling System (HEC-HMS) soft-

ware, developed by the US Army Corps of Engineers

(USACE), was used to convert rainfall to runoff and to

route the hydrographs from all the sub-catchments of the

basin using a kinematic wave approach. The HEC-HMS

component of the integrated model simulates precipitation,

runoff, routing processes and man-made structures. It com-

putes runoff by taking into account the relation between a

number of components, such as runoff volume, direct

runoff, base flow and channel flow. After that, the 1D hydro-

dynamics of the rivers Timis and Bega was simulated in the

River Analysis System (HEC-RAS) software, also developed

by USACE. HEC-RAS solves the 1D Saint-Venant equations

and allows for computing the water levels at all time steps

and all cross sections. The most refined part of the model

contains an integrated 1D2D model in the downstream

part of the catchment, for which the Sobek software devel-

oped by Deltares is used. The gauging stations at two

locations, Remetea and Brod, are the starting points for a

combined 1D2D simulation for the rivers Timis and Bega

and the floodplain. Figure 2 schematises the geographic cov-

erage of these models. This integrated model was extended

by adding two existing reservoirs, Surduc and Poiana Maru-

lui, into HEC-HMS, and the processes of inter-model data

transfer and model execution in the model chain was auto-

mated by writing special scripts.

The hydrologic model was calibrated for the 2003 flood

event by comparing the calculated flood extent with the

Moderate Resolution Imaging Spectroradiometer (MODIS)

image corresponding to this event. The model was tested

on the 2005 flood event.

The flow of information through the model chain is

shown in Figure 3. The HEC-HMS resulting hydrographs

at specific locations were used as inputs (i.e. boundary

conditions) for the HEC-RAS component of the integrated

model. In turn, the resulting hydrographs of the HEC-RAS

model served as the boundary conditions for the Sobek model.

The automation of data transfer and model execution was

done by additional routines written in Delphi, VB.NET

andWindows command line batch scripts. After the finalisa-

tion of the execution of one integrated model run for a

particular scenario, the results were converted to text files

and automatically uploaded to the Google Docs platform,

by using the Java application ‘google-docs-upload-1.3.1.jar’

Figure 2 | Geographical coverage by hydrologic/hydraulic models.
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(http://docs.google.com/p/google-docs-upload/). This action

facilitates the access by any program, including those on

the cloud, to the results of each run in order to perform

their uncertainty analysis. Uncertainty analysis focused on

using various boundary conditions and samples of DEM.

Sources of uncertainty and methods for their analysis

Due to the complexity of hydrological and hydraulic models,

analytical methods of studying their uncertainty are rarely

used, and Monte Carlo analysis is the traditionally employed

method. For example, if uncertainty of input data is con-

sidered, a sufficient number of samples of values for input

variables are generated, a model is run for all of them, and

the probabilistic properties of the model output are analysed.

Such an approach typically requires hundreds or thousands

of model runs and hence is computationally demanding. A

widely popular version of Monte Carlo approach is the Gen-

eralised Likelihood Uncertainty Estimation (GLUE) (Beven

& Freer ). With an objective of reducing computational

load, several algorithms were designed recently, allowing for

a reduced number of Monte Carlo simulations required for

uncertainty analysis, such as Shuffled Complex Evolution

Adaptive Metropolis (SCEM-UA) (Vrugt et al. ; Cutore

et al. ), Differential Evolution Adaptive Metropolis

(DREAM) (Vrugt et al. ), Adaptive Cluster Covering

(ACCO). Shrestha et al. () presented a framework to

encapsulate the results of Monte Carlo simulations in a fast

machine learning-based model like a neural network. How-

ever, the main purpose of the present study is to analyse

the applicability of distributed computing and cloud

computing as tools, which can easily provide the compu-

tational power required for such analysis. In this study it

was decided to concentrate on showing the value of paralle-

lisation and its practical implementation, so we deliberately

used a standard Monte Carlo simulation experiments, leav-

ing the exploration of other schemes and their relative

performance to further studies.

For any flood model there are many possible sources of

uncertainty related to input, output, initial conditions,

model parameters and model structure, the most important

being the influence of uncertainties related to discharge

measurements, cross sections and DEM. In the present

study, two sources of uncertainty were considered: (1)

uncertainty brought by the insufficient knowledge of the

initial water levels (storage) in the reservoirs Surduc and

Poiana Marului, and (2) uncertainties brought about by inac-

curacies in DEM. In this study we are not discussing if it is

proper to describe the mentioned manifestations of episte-

mic uncertainty (lack of knowledge) by the probabilistic

measures rather than using fuzzy logic; we just follow the

route of many other researchers who used probabilistic vari-

ables for this purpose. The two identified sources of

uncertainty are detailed below.

Initial water levels

The two reservoirs in the catchment, included in the analy-

sis, have initial water levels which influence flow in the

downstream part of the catchment. The Poiana Marului

reservoir has a volume of 96,200,000 m3 and a dam height

of 125 m. Its main purpose is energy production. The

Figure 3 | Flow of information through models.
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other reservoir considered is Surduc (a volume of

50,000,000 m3 and a height of 36 m) mainly used for water

supply. The initial water levels of the reservoirs were con-

sidered to be one of the sources of uncertainty. A simple

Monte Carlo experiment with a limited number of runs

was set up to analyse propagation of these uncertainties to

the model output – flow at the Bega station downstream.

Digital elevation model (DEM)

Earth surface data is vital for flood modelling, but unfortu-

nately such data is not always available and survey studies

are both costly and also time-consuming. Several studies

have been undertaken in order to have more realistic

models of the DEM uncertainty on topographic parameters

(Wechsler & Kroll ; Wechsler ). Nowadays, in the

absence of accurate locally measured data, the Shuttle

Radar Topography Mission (SRTM) data is often used; it

provides global DEM covering all the planet between lati-

tudes 60W N and 56W S (Carabajal & Harding ), with a

resolution of 30 or 90 m. There have been several studies

about the SRTM quality (Gorokhovich & Voustianiouk

; Sharma et al. ) and applicability towards morpho-

metry, hydrology or remotely sensed water stages (Ludwig

& Schneider ; Schumann et al. ; de Oliveira et al.

). These studies focused on macroscopic scale and com-

pared results using SRTM DEM with results using other

DEMs in particular cases. Although recently some research

was carried out in order to extract from SRTMmore detailed

data such as cross sections (Pramanik et al. ), yet they do

not consider the SRTM influence on the floodplain hydro-

dynamics. Hengl et al. () state that Monte Carlo

simulation can be used as an approach to analyse the

error of stream networks extracted from DEM. Software

tools for assessing uncertainties in environmental data are

being developed; an example of such software is the Data

Uncertainty Engine (DUE) that handles different types of

data such as spatial vectors, spatial raster data or time

series (Brown & Heuvelink ). We can state, however,

that by the time of conducting the research presented

herein we could not find references to studies explicitly ana-

lysing the uncertainty of integrated flood extent modelling

due to uncertainties in DEMs obtained from SRTM data.

For theDEM-related uncertainty analysis,weused simple

probabilistic descriptors of DEM uncertainty and employed

standard Monte Carlo simulation to analyse the propagation

of uncertainty through the model, in this case, a Sobek 1D2D

model. Each cell was changed according to a uniform

distribution within a range of 2 m, which is a reasonable

value for the SRTM in that area (Rodriguez et al. ). The

following sampling schemewas used: changes in the cell alti-

tude were applied systematically, starting with the cells from

the centre row. First, all the cells were changed and a new

DEMgenerated. Then, all cells except thefirst rowwere chan-

ged, then all except the second row and the procedure was

repeated (125 times) until the central row was reached.

After that the procedure was repeated backwards, obtaining

another 125 DEMs. To increase the total number of samples,

theprocedurewas repeatedobtaining a total of 500 samples of

different DEMs (Figure 4).

One problem of the Monte Carlo analysis is that it is not

possible to know a priori the needed number of simulations

ensuring statistical reliability of the results. In the present

study, we used the mean probability interval (MPI); it is

defined by the 5 and 95% quantiles of the estimate of pdf

of flood depth at some critical point.

Figure 4 | Sampling DEM cells.
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Cloud computing and cluster computing

Nowadays there are several cloud computing providers such

as Amazon (http://aws.amazon.com), Rackspace (http://

www.rackspace.com/), Verizon (http://www.verizonbusiness.

com/), Joyent (http://www.joyent.com/) and GoGrid

(http://www.gogrid.com/). In the present study the

Amazon Elastic Compute Cloud (Amazon EC2) platform,

launched in 2006, was used. The Amazon EC2 has the

lowest price, as of 2010, and is the most popular and fast

growing service of this kind. It provides a collection of com-

puting services via stand-alone computers (virtual machines)

of different capacity called instances. These instances are

accessed via remote desktop. The fee for using these

instances is around $0.15 per hour for one machine. Other

companies develop tools to simplify the use of this service;

examples are ElasticFox and S3Fox – extensions for the Fire-

fox browser to enable cloud computing via Amazom EC2.

Amazon EC2 makes it possible to launch and manage

server instances in the Amazon data centre using the avail-

able tools and application programming interfaces (APIs)

from Amazon (Amazon Web Services (AWS), 2009). AWS

provides seven types of virtual machines (called instances)

that can run under different operating systems. Among

these, the so-called small instance was selected. Although

this is the cheapest instance, its 1.7 GHz and 160 GB sto-

rage make it powerful enough for many modelling

applications. Zheng () made an extensive research into

the performance of the different instances, and by compar-

ing speedup, performance and prices he found that the

choice of the optimal instance can be posed as a multi-objec-

tive problem. For instance, if a small instance takes 1 h for

some simulations it will charge 1 h of small instance, and

if a medium instance takes 0.4 h for the same computation,

due to the pricing policy it will charge 1 h of medium

instance, which is more expensive than the small one. This

can lead to an idea that a small instance is always better,

and in this particular case it is. However, if we need two

simulations, it will cost 2 h of small instance, while the

medium instance will still cost just 1 h, since 0.8 h will be

charged as 1 h, so the choice of an instance type to use

could be different. Note that launching an instance with

more than one core but using just one would mean wasting

money.

An alternative to cloud computing is to use a cluster of

PCs. A computer cluster can be defined as a group of com-

puters linked through a local area network (LAN), so that

they can work together and ensure higher performance.

Such clusters may be built on the PCs solely dedicated to

this purpose, or based on the standard office PCs, forming

thus an ‘office cluster’.

In order to demonstrate and test the possibilities of

cloud and cluster computing for the considered case study

two approaches have been tested. First, cloud computing

was tested using the cloud service from Amazon Web Ser-

vices. Due to licence limitations, we could not deploy

Sobek software on remote PCs, so in this part of the study

only a part of the integrated Timis–Bega model employing

the free software (HEC-HMS and HEC-RAS) was used.

Second, cluster computing was tested for the part of the

Timis–Bega model, which uses the licensed Sobek software

for which we had the LAN licence. A small office cluster of

five computers was used which we considered to be enough

for the proof of concept.

To create a virtual computational platform on the basis

of AmazonWeb Services, one has to go through a number of

steps (Figure 5). First, an account has to be created to get

access to the services provided by AWS. While accessing

the EC2 service there is a list of the available instances.

Within the available instances, one has to be chosen as

the base one. The process of choosing an instance can be

accomplished either with the normal AWS user interface,

or with ElasticFox, an extension for the Firefox browser.

The access to the selected instance is done via the Windows

Remote Desktop. Since both HEC-HMS and HEC-RAS are

licence-free software there was no problem with the installa-

tion and further launching of multiple instances. Then, all

the needed software was downloaded and installed in the

same way as it would have been done on any other compu-

ter. Besides, the entire folder with the respective data was

uploaded into that instance. For the task of copying data

the Firefox S3Fox application proved to be very useful,

since it simplified the process to a simple drag-and-drop

operation. A bundle service was used to save the instance

with the software and data installed, so that next time

repeating some steps is avoided.

Once the instance was created and saved, the task of

performing multiple scenarios in parallel was relatively
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easy. The standard Monte Carlo approach relies upon inde-

pendent generation of all samples, so no special job

manager is needed and using the available tools was

enough. However, in more complex sampling strategies

groups of samples are generated conditionally, only after

previous samples are evaluated, and then the use of a job

manager is, of course, vital, and in this case developing

additional software tools may be needed (see also experi-

ences of Hunt et al. ()).

Use of cloud computing may be limited when licensed

software is to be used, so in our case it was not possible to

use licensed Sobek software on the cloud and a local cluster

was employed. The availability of several computers to form

a cluster typically is not a problem, but one needs the

Figure 5 | (a) Cloud computing process. (b) Cluster computing process.
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software tools to operate such a cluster. Thus, different tools

such as remote control, remote management, virtual net-

work and telnet were tested, and it was found that the one

with the best performance was the software for remote con-

trol PsExec available at http://technet.microsoft.com/en-us/

sysinternals/default.aspx. Unlike the other tools where soft-

ware packages need to be installed on each computer,

PsExec is a very light tool that allows for executing pro-

cesses on other computers on the local area network, and

needs to be installed once on the master computer. While

a PC is used as part of a cluster, the other users can log in,

log off and use the computer without any problem (experien-

cing, of course, the lower performance since the processor is

shared between several applications).

RESULTS AND DISCUSSION

As mentioned before, two types of uncertainties were inves-

tigated: the water levels in the reservoirs in the catchment

and the DEM of the catchment.

Initial water level in the reservoirs

The initial water level in the Surduc reservoir has a small

influence on the water level downstream of the catchment

where the reservoir is located. Figure 6 presents the hydro-

graphs at the Surduc reservoir, at station BG-J1, 10 km

downstream of the Surduc reservoir and at station BG-J2,

30 km downstream of the BG-J1 station. Due to the scale

of the plots it is difficult to distinguish all the data. In

Figure 6, although there seem to be only two lines, actually

there are 100 lines, each one representing the hydrograph

for a given initial water level condition. It shows that in

the reservoir the outflow becomes available as downstream

flow once the reservoir is full. As we look at the downstream

hydrographs this is less evident because of the contribution

from tributaries through the lateral inflows.

DEM

The Sobek model of the Timis–Bega catchment is the most

complex and time-consuming part of the integrated model.

After testing the possibility to use cloud computing and

automation of data handling for different running scenarios,

we focused on the applicability of distributed computing to

the time-consuming flood inundation 1D2D Sobek model.

The resulting file of each time step and each parameter is

about 1 MB and the total number of time steps of compu-

tation for the 2005 event is 2,952, covering 10 d. Saving all

the results from all the simulations would have taken a lot

Figure 6 | (a) Hydrographs at the outlet from the Surduc reservoir. (b) Hydrographs at

station BG-J1, 10 km downstream of the Surduc reservoir. (c) Hydrographs at

station BG-J2, 30 km downstream of station BG-J1.
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of computer memory resources (taking into account that

after each simulation 17.7 GB of data is generated). This

was the reason to use just the results of a certain time step

critical for a considered event (typically, corresponding to

maximum flood depth). Also the flood map was saved

after each simulation allowing us to develop flood prob-

ability maps representing the percentage of times that each

cell get flooded with respect to the total number of

simulations.

The Sobek model was run on a cluster of computers set-

up on the corporate LAN. The number of computers avail-

able in the cluster was smaller than the number of

scenarios to be run. According to the list of scenarios a

queue of tasks was created to be run on the cluster. As

soon as one scenario (task) was finished on one computer,

the next scenario from the queue was taken to be performed

as a task in the cluster. Based on the results from the scen-

arios, probability flood maps presenting the cells to be

flooded were developed, using the ratio of the number of

times a cell is flooded to the total number of simulation

scenarios. The cell probability to be flooded (CPF) is formu-

lated as

PCi ¼
X

Ci=N (1)

where PCi¼ probability of a cell i to be flooded; Ci¼ 1 if cell

i is flooded, 0 otherwise; and N¼ total number of simulation

scenarios.

Different CPF maps were developed taking into account

different numbers of simulations (Figure 8(b) presents the

map generated after 500 simulations). Such maps were com-

pared with the MODIS image registered for the event. There

is a high correlation between the MODIS image and the

10% CPF area (i.e. the area for which the probability to be

inundated is estimated at 10%). Both on the MODIS

image and in the Sobek model, the water from the river

Timis reaches the Bega river, and the flow paths at the

border between Romania and Serbia are the same (Figure 7).

The 90 and 50% CPF areas are also in an area covered by

the MODIS image, but with less overlapping between the

MODIS image and the CPF maps. By following the path

of the CPF maps, it is easy to find the pattern of the event.

It begins by flooding the area corresponding to 90% CPF, Figure 8 | (a) CPF map for 50 simulations. (b) CPF map for 500 simulations.

Figure 7 | MODIS flood extent and simulated flood extent.
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then the 50% CPF area and finally the 10% CPF area. Thus,

the area of the MODIS image not covered by the 10% CPF

area can be defined as cells with a probability to be flooded

lower than 10%. The logical question which arises is: how

many simulations/scenarios of DEM uncertainty maps are

needed in order to have a correct representation of the

CPF maps. In order to answer the question, three kinds of

maps were compared: mean flood extent maps, CPF maps

and standard deviation of water depths.

Analysing the CPF maps (Figure 8), most of the compu-

tational cells are flooded in 90% CPF of the simulations, the

50% CPF is located in an area surrounding the 90% CPF,

and the outer region is flooded 10% of the time. Although

there are cells that are flooded with a given probability

and not flooded for a different probability, the overall

flood pattern is the same. The cells with lower probability

are the furthest ones and the differences increase as the

depth increases; all this fits what is expected from flood

probability maps in general.

For the analysis and representation purposes, flood

water depths were divided into three ranges: below 1 m,

between 1 and 2 m, and deeper than 2 m (Figure 9). In all

cases they have a similar pattern and can be related to the

pattern of flood propagation. The cells with flood water

depth deeper than 2 m are the closest to the Bega river

and could be considered not only as the most dangerous

ones, but also as the first ones to get flooded. The cells

with a flood lower than 1 m are located in the outer

region of the flooded area. Although the total flood and

flood water depth deeper than 1 m are quite similar, there

is a notable difference for the flood water depths above

2 m that could be considered as the most critical area. In

both cases the affected area is a continuous region, for simi-

lar flood water depths, with no isolated cells of different

depths. Only in the external regions could some (physically

impossible) isolated cells be noticed, but these cells belong

to the group of lower probability, i.e. corresponding to a

lower degree of hazard, so the influence of such (less

reliable) data on decisions concerning hazards of high prob-

ability is negligible. The maps for high depths are most

useful when evaluating flood hazards since deeper floods

are more dangerous than the shallow ones.

Although the results are very similar at the macro-scale,

while comparing flood water depths cell by cell, differences

can be noted. The analysis of these differences was done

using the standard deviation error. Standard deviation of

flooded cells from each CPF map was analysed for different

number of simulations (Table 1).

Analysing the standard deviation it can be noticed that

for a small number of simulations not only the standard

deviation is higher, but also it has high variablity across

the domain. For instance, Figures 10(a) and (b) shows that

for ten simulations there are few neighbouring cells with

similar deviation, while for 500 simulations the regions of

given deviation are grouped in continuous areas. Grouping

the depths into ranges (lower than 1 m, between 1 and

2 m, and deeper than 2 m) also shows the importance and

improvement in results when increasing the number of

simulations. For instance, in Table 1 it is easy to note that

Figure 9 | (a) Mean flood depth for 50 simulations. (b) Mean flood depth for 500

simulations.
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for five simulations and floods lower than 1 m the standard

deviation is 0.3 m, so it is almost 30% of deviation, while for

500 simulations and the same depth range the standard devi-

ation decreases to 0.018. Moreover, it was found that the

standard deviations of depth get lower as the number of

simulations increases. Also the standard deviation becomes

more uniformly distributed as the number of simulations

increases.

Effectiveness of cloud and cluster computing

Uncertainty analysis involving the HEC-HMS and HEC-

RAS models of the Timis–Bega were tested on the cloud

computing services. The simulation comprised of running

the HEC-HMS part of the model in sequence with the

HEC-RAS model. In the HEC-HMS model, several scen-

arios on the use of the reservoirs were tested. Due to the

large area of the catchment the influence in the downstream

station used as boundary conditions for the hydraulic model

appeared not to be large.

The chosen sampling strategy required about 100 runs of

the HEC-HMS model, followed by 100 runs of the HEC-

RAS model. One single simulation of HEC-HMS took

about 13 s and running 99 simulations on a single computer

took a little more than 22 min (Figure 11). On the other

hand, running 99 simulations on many computers in parallel

reduces the total time. For instance, with five computers 99

simulations can be finished in little more than 4 min. This

time economy determines the benefits on running multiple

computers in parallel. For a small number of simulations

the total time is quite similar, while for many simulations

the time saved is considerable. In the present case, the

time saved for 10 or five simulations is almost the same,

but for 99 simulations there is a bigger gain. However,

Figure 10 | (a) Standard deviation of depth for 10 simulations. (b) Standard deviation of

depth for 50 simulations. (c) Standard deviation of depth for 500 simulations.

Table 1 | Mean flood depth standard deviation

No. of simulations σ¼ 0–1 m σ¼ 1–2 m σ¼deeper than 2 m

1 – – –

5 0.2930 0.1360 0.1560

10 0.0663 0.1803 0.2467

25 0.1015 0.0599 0.1597

50 0.0942 0.0101 0.1056

100 0.2286 0.3760 0.6036

200 0.2714 0.1602 0.4316

400 0.0180 0.0446 0.0626
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these times do not consider the launching time of the virtual

machine on the cloud, which depends on several factors

such as the instance type or the data loaded, and in the

worst cases it may take up to 30 min (but typically it is

much less). Thus, in the case of running a simple model

with quite a low number of simulations, the benefits may

be minimal. However, in the case of a more complex

model like HEC-RAS where one single simulation takes

around 10 min, the benefits of saving time in running

many simulations are evident, even considering a relatively

high initialisation time (Figure 12). For the long-running

models the issue of the observed relatively slow initialisation

of virtual machines on the Amazon EC2 platform becomes

negligible, so that total running time will be approaching

the theoretical limit of T/N, where T is the time needed

for all Monte Carlo simulations and N is the number of

the activated virtual machines.

The most complex and time-consuming model is the

Sobek part of the model. It takes around 1.5 h for each scen-

ario simulation. The benefit of running several scenarios on

parallel computers is considerable. If 100 simulations are

done with one computer only, it will take around 150 h,

while with five computers the time reduces to only 30 h.

As for the HEC-RAS model, the logarithmic trend relation

between the number of computers versus the time of simu-

lation is shown in Figure 13. Thus, as all the cases show

the same trend, it can be concluded that there is a limit in

increasing the number of computers running in parallel,

beyond which time saving becomes negligible.

Number of simulations used for uncertainty analysis

As mentioned before, the number of simulations in Monte

Carlo experiments is typically determined by analysing

some statistical properties (mean, standard deviation and/

or the distribution quantiles), which are expected to stabilise

as the number of runs increases. In the present study, we

used the MPI; it is defined by the 5 and 95% quantiles of

the estimate of the pdf of flood depth at a location with

maximum flooding depth. The stopping condition was set

as follows: Monte Carlo runs would be terminated when

the changes in MPI would be negligible (Shrestha et al.

). From Figure 14 it can be seen that the 500 simulations

used were enough to ensure convergence of MPI; however,

more accurate estimation of the number of simulations

Figure 11 | Time saved in HEC-HMS model using distributed computing. Figure 12 | Time saved in HEC-RAS model using distributed computing.

Figure 13 | Time saved in Sobek model using distributed computing.

67 V. M. Quiroga et al. | Cloud and cluster computing in uncertainty analysis of integrated flood models Journal of Hydroinformatics | 15.1 | 2013



needed to ensure statistical reliability of results is still to be

done.

CONCLUSIONS

The present study should be seen as a proof of concept,

which, however, demonstrates the benefits of using cluster

and cloud technology when dealing with uncertainty analy-

sis of complex hydraulic and hydrologic models. For more

than four or five computers the economy in computing

time approaches a linear trend. Although cloud computing

has a strong potential for the application of distributed com-

puting to complex hydraulic systems, at low cost, it still has

the barrier of licensing when using commercial software. It

is important to note that by the time of the experiment

(2010–2011) cloud computing was a new development and

was not seen by most hydraulic modellers as a technology

to try. One of the practical issues of cloud computing is

that licenced software would need a virtual licence and vir-

tual dongle. Recently, however, some of the biggest

engineering software companies (e.g. ESRI and AutoDesk)

addressed cloud computing as the new trend, and began to

offer specific cloud computing services. DHI presented a

possibility to run their MIKE software as a service based

on a daily fee (https://saas.dhigroup.com). So we expect

that in the near future running licensed software on a

cloud will not be a problem.

The presented work shows that uncertainties in DEM

have a considerable influence on the flood extent. We

used a simplified sampling technique of changing the cells’

elevations independently, so further research is suggested

on developing more elaborate sampling techniques based

on the real statistical properties of DEM, with a correlated

variation of different cells’ elevations correlated.

Uncertainty analysis is important for evaluating floods to

analyse the magnitude of the event and for better estimation

of the affected area. In the present case we demonstrated

that the deterministic simulation resulted in the flooded

area of around 14,000 ha, whereas the uncertainty analysis

allowed us to show that also considering the cells flooded in

10% of time increases the area up to 18,000 ha.

It is difficult to label one method of distributed comput-

ing (cloud or cluster) as the best choice for all cases. If the

user already has enough computational power (a dedicated

cluster or a supercomputer) with the required software,

often there is no need for cloud computing. But if the user

does not have enough computing power or does not have

all the required software, then using the cloud should be

seriously considered. Cloud computing may be the preferred

option if one has to run a full-fledged Monte Carlo uncer-

tainty analysis experiment that needs thousands of

simulations employing computationally intensive models.

Figure 14 | Mean prediction interval.

68 V. M. Quiroga et al. | Cloud and cluster computing in uncertainty analysis of integrated flood models Journal of Hydroinformatics | 15.1 | 2013

https://saas.dhigroup.com
https://saas.dhigroup.com


Besides, cloud computing provides additional benefits by vir-

tualisation of the work, e.g. instant access to the data and

computer power required regardless of the time or place.

The proposed procedure of model integration and dis-

tributed computing is a low cost alternative that can be

easily applied to cases were fast evaluation of different scen-

arios is needed. In the present case different DEMs were

evaluated, but the methodology of model integration and

cluster computing can also be applied to evaluate different

types of uncertainties, flood measures, and for multiple

runs in climate change scenario-based studies.
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Abstract. The present paper investigated the extent of the
flood propagation in the Vietnamese Mekong Delta under
different projected flood hydrographs, considering the 2000
flood event (the 20-yr return period event, T. V. H. Le et al.,
2007) as the basis for computation. The analysis herein was
done to demonstrate the particular complexity of the flood
dynamics, which was simulated by the 1-D modelling system
ISIS used by the Mekong River Commission. The floods of
the year 2050 are simulated using a projected sea level rise
of +30 cm. The future flood hydrograph changes at Kratie,
Cambodia, were also applied for the upstream boundary con-
dition by using an adjusted regional climate model. Two fu-
ture flood hydrographs were applied at the upstream part of
the delta, the first one in a scenario of climate change with-
out considering developments in the Mekong Basin,and the
second one in a scenario of climate change taking into ac-
count future development of the delta. Analyses were done to
identify the areas sensitive to floods, considering the uncer-
tainty of the projection of both the upstream and downstream
boundary conditions. In addition, due to the rice-dominated
culture in the Vietnamese Mekong Delta, possible impacts of
floods on the rice-based farming systems were also analysed.

1 Introduction

Climate change is an on-going process with notable im-
pacts on the eco-hydrological environment (Black and Burns,
2002; Gupta et al., 2002; Prudhomme et al., 2003) leading to

significant challenges to the livelihood of local residents in
different parts of the world (Lespinas et al., 2009; Muste et
al., 2010; Quinn et al., 2010). Vietnam is seen to be one of the
most vulnerable countries to global climate change impacts,
and the Vietnamese Mekong Delta (VMD) (Fig. 1) is iden-
tified as particularly susceptible to the impacts of extreme
climate events and climate variability (ADB, 2009; WWF,
2009). Possible changes of the hydrological conditions (in-
cluding spatial and temporal distribution of floods, modi-
fication of wet and dry season precipitation and alteration
of salinity intrusion pattern) as a consequence of the global
climate change may present significant threats to the socio-
economic and environmental systems (Quinn et al., 2010).

Hoanh et al. (2010) conducted a study to explore the possi-
ble impacts of both the climate change and the economic de-
velopment on the flow regimes of the Mekong and its delta.
The study concluded that, given the above mentioned condi-
tions, there could be a possible increase of flooding events
during wet season, while there will be more periods of wa-
ter shortage in the dry season. The maximum monthly flow,
on the Mekong river is estimated to increase by 35 to 41 %,
and by 16 to 19 % in the delta, with lower values estimated
for the years 2010 to 2038 and higher values for the 2070
to 2099 (Hoanh et al., 2010; V̈astil̈a et al., 2010). The same
studies estimate a decline in the minimum monthly flows, by
17 to 24 % in the basin, and by 26 to 29 % in the delta. As
a consequence, expansion of areas under severe water stress
(flood and drought) would be one of the most pressing en-
vironmental problems in the Mekong basin and the delta, as
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Fig. 1. Mekong river network and the Vietnamese Mekong Delta 3 
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Fig. 2. Measured sea levels in the East (A) and West (B) Sea 5 

Fig. 1.Mekong river network and the Vietnamese Mekong Delta.

the number of people living in the area is likely to increase
substantially.

One of the major impacts of the climate change is expected
to be the sea level rise (SLR). The SLR in the West and East
Seas were defined by the Vietnamese Ministry of Natural Re-
sources and Environment (MONRE). Looking at the SLR
predictions for 2050, as compared with the 2000 situation,
this might result in a large inundated area of the VMD mainly
along the east and west coast of the delta (WWF, 2009), lead-
ing to significant loss of mangrove forest and agricultural
lands, while the livelihoods of about 1.9 million local resi-
dents will be at risk (Ericson et al., 2006).

Studies of the modifications of the water balance within
the Mekong basin and delta, combined with sea level rise,
show that this would result in great alteration of the eco-
hydrological environment (Lu and Siew, 2006), and con-
sequently, to adverse impacts on the socio-economic sys-
tem would be felt in the VMD. In fact, the modification of
the upstream discharge would be the main concern for the
upstream section of the VMD (V̈astil̈a et al., 2010; Dinh
et al., 2012), while the rise of the sea level resulting in
wider (temporal) inundation along the coast, is important for
the downstream section (Carew-Reid, 2008). Apart from the

significant changes on the livelihood of the local residents
(Nuorteva et al., 2010), the sea level rise would contribute
to changes of the hydraulic nature along the river network
(Dooge and Napiorkowski, 1987).

A number of studies were conducted to project the im-
pacts of changes of the upstream discharge and the sea level
rise on the VMD with specific attention to the inundation
in the upstream section of the VMD (e.g. Wassmann et al.,
2004; Le et al., 2007, 2008; Dinh et al., 2012). It was found
that the impacts of projected climate change would be an ex-
pansion of the inundation area towards the sea (Wassmann
et al., 2004; Dinh et al., 2012), and the average and maxi-
mum water levels, as well as the flood duration will increase
in the period 2010–2049 (V̈astil̈a et al., 2010). Johnson and
Kummu (2011) make an extensive review of the available
models currently applied in the Mekong Basin. These mod-
els are all based on 1-D Saint Venant equations, are using
both commercial (e.g. ISIS, Mike 11) and non-commercial
developed software tools (i.e. Vietnam River Systems and
Plains (VRSAP)) and are used to study the flood situation
in the VMD. However, these studies did not consider either
the modification of the flood dynamics in the delta after the
hydrograph upstream changes in combination with sea level
rise or the river triggered floods of short duration, which are
affecting the coastal area of Vietnam (i.e. the downstream
section of the VMD). In addition, detailed inundation mod-
elling and mapping of the VMD floods of short duration
should be addressed as well because of their significant im-
pacts on farming.

The present study is looking into the temporal and spatial
dynamics of the fluvial flooding of the whole VMD in cases
of short duration events. The study uses the 1-dimensional
hydrodynamic model ISIS provided by the Mekong River
Commission (MRC). The model is validated for the flood
event of the year 2000 (a short flood event), and based on
it, we investigate possible impacts of climate change on the
flood dynamics (e.g. inundation extent and temporal varia-
tion) considering the combined effects of predicted changes
of the upstream flow and sea level rise. There are two main
drivers for the changes of the upstream flow of the Mekong:
the climate change, and the hydropower and irrigation devel-
opments that are planned to take place in the near future.

Some analysis of sensitivity of the model results to differ-
ent boundary conditions is presented in this paper; however,
detailed uncertainty analysis of the inundation pattern result-
ing from the hydrodynamic model is the focus of a separate
analysis that is currently in preparation and will be reported
in a subsequent publication.

It is important to mention that the study is focused only on
the fluvial floods generated by the SLR, and does not con-
sider the floods due to coastal phenomena such as surges,
which are occurring on an elevated sea level. In addition,
pluvial floods are also not considered because they do occur
occasionally and lead to local effects that are less significant
than the fluvial ones.

Hydrol. Earth Syst. Sci., 16, 4637–4649, 2012 www.hydrol-earth-syst-sci.net/16/4637/2012/
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1.1 The study area

According to the Mekong River Commission (MRC) (MRC,
2007), the Mekong Delta begins at Phnom Penh, Cambodia,
where the river divides into two main branches, the Mekong
and the Bassac (Fig. 1). In Vietnam, the Mekong Delta is
relatively flat (generally, the average land surface elevation
is not greater than 5.0 m above the mean sea level (m a.s.l.))
and the complex channel network forming the delta has been
modified over a long period of time due to agricultural activ-
ities and residential developments.

The VMD river network is fluvially unstable (Reichel and
Nachtnebel, 1994; Neuhold et al., 2009; MRC, 2010a) and
the hydraulic nature of it is highly complex, impacted by both
the upstream discharge and sea level along the East and West
Seas. The East and West Seas have semidiurnal and diurnal
tides, respectively (Nguyen and Savenije, 2006) (Fig. 2a and
b). The tidal amplitude from the East Sea is between 3.0 and
3.5 m a.s.l., resulting in significant daily water level varia-
tions, especially during the dry season when the river stage
is strongly driven by the tidal regimes. For example, at Can
Tho (90 km upstream from the sea), the daily variations of
the river water level are of about 1.5 to 2.0 m, and at Tan
Chau and Chau Doc (190 km upstream from the coast), the
variations are of approximately 1.0 m. In Fig. 3a the maxi-
mum measured daily discharge in 2000 is presented for two
main upstream gauging stations in the VMD (Tan Chau and
Chau Doc). The discharge entering the VMD is routed along
the Mekong branch and then the flow is divided between the
Mekong branch and the Vam Nao canal, which routes part of
the water to the Bassac branch of the delta.

As compared with the upstream part of the Mekong River,
the flood hydrology of the VMD is typically classified as hav-
ing relatively low peaks but high volume. This behaviour is
due to the effect of the natural Tonle Sap Lake, which is an
important reservoir in the Mekong basin. The lake reduces
the intensity of the upstream flood hydrograph by storing a
part of flood flows and releasing gradually flows to down-
stream (MRC, 2007). An analysis of the annual floods of
the last 50 yr shows that every year flood lasts for several
months and is characterised by discharges that are higher
than 13 600 m3 s−1, which is defined as a critical threshold
(MRC, 2007) (Fig. 3b).

Studies on the VMD flood extent, impact and vulnerabil-
ity need to consider the effects on local economies, which
are in direct relation to the land use or the so called “agro-
ecological” zones of the VMD (Delgado et al., 2010). The
agro-ecological zones and the land use map of 2006 are rep-
resented in Fig. 4. It can be noticed that the VMD is mainly
dominated by rice-based farming. Fruit gardens are mainly
located along the Mekong branch and to some extent along
the Bassac. In the Ca Mau Peninsula, the main land cover
types are single rice crop, double-crop of single rice crop in
combination with a single upland crop, and intensive shrimp
farming. In this study the land cover pattern of 2006 (Fig. 4)

was available and therefore used as a reference for further
discussion about the impacts of future flooding on the agri-
culture in the VMD, and it could be stated that the analysis
of flood inundation dynamics in this area is of the upmost
importance (Dinh et al., 2012).

According to the 2009 evaluation of the Institute for Cli-
mate Change Research (RICC) of Can Tho University, the
rice fields that would be flooded during the second half of
the rice season by 20 cm, continuously for 1 to 4 days, would
be seriously damaged, resulting in a loss of 80 to 100 % of
the yield. The same study analyses what would be the effect
on a rice farm, of one day of continuous inundation, by deter-
mining the flood inundation extent on the exposed rice areas.
A solution to protect these rice farms could be the construc-
tion of temporary dikes by farmers. These dikes have to be
approximately 20 cm higher than the field surface in order
to cope with floods. In cases where the water level is more
than 50 cm above the land surface, farmers cannot build suf-
ficient dikes to protect the rice fields, and therefore the men-
tioned study identified the areas which are potentially seri-
ously harmed by large floods. In case of floods occurring in
the early stage of the rice season, even though the rice can
stay for a longer time inundated (1 to 14 days) (DRAGON,
2009), the continuous flood would delay the land preparation
process for the next farming season. The present study looks
at the flood events of short duration, and aims to identify
what would be the impact of these events on the agricultural
activities in the area under projected climate change condi-
tions. The identified thresholds of 20 and 50 cm are used to
map the flood events and to determine the areas exposed to
such flood depths.

1.2 Climate change projections

Mekong is highly populated and in continuous develop-
ment. It has a basin development plan (BDP) that looks at
hydropower development and irrigation needs for the next
100 yr. There is a series of dams, constructed or planned to be
constructed, on the upstream part of the Mekong River. The
operation of dams and their impact on the discharge of the
Mekong River, in conjunction with future climate changes,
were analysed by MRC in a study in which future flows on
the Mekong River and Mekong delta are predicted taking into
consideration the combination of the future climate changes
and the projected BDP in the basin (Hoanh et al., 2010). The
study predicts future flow in six scenario situations by mak-
ing a combination between the BDP and the SLR at the East
and West Seas, as it was predicted by the Vietnam Ministry
of Nature and Environment. The operation of dams and their
consequent impact on the Mekong flow is part of the MRC
study and is not debated in this paper.

The present study considers the MRC predicted flow at the
upstream boundary of the VMD in two specific situations:

1. prediction of flow due to climate changes, consider-
ing that the actual situation of the development in the

www.hydrol-earth-syst-sci.net/16/4637/2012/ Hydrol. Earth Syst. Sci., 16, 4637–4649, 2012
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Fig. 3. Measured hourly discharge in 2000 at the Tan Chau and Chau Doc gauging stations(A); The annual hydrograph measured in 2000,
historical mean daily discharge (1985–2000) and projected annual hydrograph in 2050 (CC1 and CC2)(B).

basin will remain unchanged for the year 2050. In this
scenario the assumption is that any basin development
plans (i.e. hydropower development and irrigation) will
take place after 2050. This case is denominated in the
present paper as climate change situation 1 (CC1);

2. prediction of flow due to climate changes, considering
that the BDP will be implemented before the year 2050.
This case is denominated in the present paper as climate
change situation 2 (CC2);

The discharge hydrographs at the upstream of the VMD at
Kratie station are shown in Fig. 3b.

In cases where climate change scenarios CC1 and CC2
are applied, these flows will be affected; however, it is con-
sidered that they are still subject to the international treaties,
and the projected upstream VMD discharge for the year 2050
is the one predicted by MRC studies.

According to the CC1 climate change projection, the
Mekong River discharge is greater than the one of the CC2
projection, because with future developments (hydropower
and irrigation) in the upstream Mekong basin, less water
would arrive in the VMD. The baseline for the climate
change projections was the available data on daily discharge
from 1985 to 2000 (Hoanh et al., 2010). Analyses of this
data show that, in comparison to the mean daily discharge
(1985–2000), the projected flood in 2050 would start earlier
in time and last for a longer period of time, e.g. will terminate
later than the nowadays flood. If the threshold flood discharge

of QKratie = 13 600 m3 s−1 (MRC, 2007) is considered as a
base case, then the flood in 2050 would start 7 and 14 days
earlier for the CC1 and CC2, respectively, and end approxi-
mately 14 days later. In general, the projected daily discharge
during the flood period in the first projection would remain
similar to the historical mean daily discharge, while the pro-
jected discharge in the second projection would be lower than
the historical mean discharge.

2 Model setup

Many modelling studies were conducted in the VMD by lo-
cal institutions, international consultants and researchers. A
comprehensive overview of these models is given by Hoanh
et al. (2010) and Johnson and Kummu (2011). Depending on
the problem to be solved, or the objective of the study (e.g.
design and planning), different software tools were used to
build instantiated models of the VMD. The most used soft-
ware tools are the Mike 11, Sobek, local Vietnam models,
and ISIS 1-D, which are physically based models that solve
the 1-D Saint Venant equations for shallow water flows in a
river (network) with a mild slope.

The model used in the present study is the ISIS 1-D model
of the VMD, which was developed by HR Wallingford and
Halcrow, and is maintained by the Mekong River Commis-
sion (MRC). The model is used by MRC to study the impacts
of climate change on the flow dynamics in the Mekong Delta.

Hydrol. Earth Syst. Sci., 16, 4637–4649, 2012 www.hydrol-earth-syst-sci.net/16/4637/2012/
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The results of the model are used by MRC to determine the
boundary conditions for any detailed study of the Cambodian
and Vietnamese Mekong Delta.

The VMD model setup

This study uses the hydrodynamic component of the ISIS 1-
D model and not the hydrological component. The hydro-
graph at the upstream boundaries is determined based on
measured discharge and on predicted discharge as per the cli-
mate change scenarios CC1 and CC2. The predicted hydro-
graph of scenario CC2 is in accordance with the international
agreements between the countries in which the Mekong basin
is located.

The instantiated 1-D ISIS model of the VMD represents
the whole Mekong delta (the Cambodian and the Vietnamese
part of the delta together) using 3036 cross-sections for a
8619 km network of channels. The upstream boundary has
25 nodes and the downstream one has 19 nodes. The model
also represents 193 spills, 528 junctions, 409 reservoirs, 749
floodplain units, and 29 sluices. This model is used by the
MRC to determine the annual flood in the VMD. Because of
the complexity of the whole VMD river network, the model
includes the Cambodian part of the delta as well.

During the peak flood period, apart from the flows enter-
ing the VMD from the main rivers (through Tan Chau and
Chau Doc), the overbank flows on the Cambodian part are
especially important sources of inflows (Fujii, 2003; MRC,
2007). These inflows are represented as distributed lateral
flows at the most upstream part of the VMD model. The ISIS
model was developed to represent the complex interactions
caused by tidal influences (along the East and West Seas),
flow reversal in the Tonle Sap River and overbank flow in the
flood season, with the varying inflows from upstream. Even
though the ISIS model is considered to be able to provide a
reasonable representation of the hydrodynamics of the Cam-
bodian floodplain and VMD, MRC suggests that the model
should not be used for design purposes (MRC, 2010b), but
rather to estimate the trend of changes when the boundary
conditions are modified. The reason for such advise is that,
for such a large (deltaic) scale model, the lack of details for
a specific area will lead to under- and/or over-estimation of
the future events, and consequently wrong calculations of the
planned construction.

The present study used the ISIS 1-D model in four simu-
lation scenarios as follows:

a. Scenario 1: in which the initial set-up of the model was
realised based on the flood data from the year 2000 (the
20-yr return period of the annual flood volumes; MRC,
2007). The measured daily discharge at the Kratie gaug-
ing station was used as upstream boundary condition,
and the hourly measured sea levels at East and West
Seas were used as downstream boundary conditions.

Table 1.The setup of the model boundary conditions.

Modelssetup Upstream boundary Downstream boundary

Scenario1 Discharge hydrograph Sea water level in year 2000
of the year 2000 for both West and East Seas

Scenario 2 Discharge hydrograph Sea water level in year 2050
of the year 2000 (SL2000+ sea level rise)

Scenario 3a Projected discharge Sea water level in year 2050
of the year 2050 (CC1) (SL2000+ sea level rise)

Scenario 3b Projected discharge Sea water level in year 2050
of the year 2050 (CC2) (SL2000+ sea level rise)

b. Scenario 2: the simulation with no changes of the up-
stream discharge hydrograph, but with changes of the
downstream boundary conditions, i.e. the projected sea
level rise of up to 30 cm on both East and West Seas.

c. Scenario 3a: the simulation considering the projected
upstream hydrograph, in accordance with the defined
climate change scenarios CC1 and the projected SLR
of 2050 (Fig. 3b).

d. Scenario 3b: the simulation considering the projected
upstream hydrograph, in accordance with the defined
climate change scenarios CC2 and the projected SLR
of 2050.

The considered scenario descriptions (e.g. the boundary con-
ditions, at both upstream and downstream ends of the hydro-
dynamic model) are summarised in Table 1.

For each scenario different simulations were carried out
with regard to the downstream boundary conditions. The
upstream discharge was maintained as the one projected to
be valid for the climate change scenarios CC1 and CC2. A
change of±30 % and±15 % of the projected sea level in
2050 has been applied in order to account for uncertainty of
the sea level rise at the downstream end. The sensitivity anal-
ysis helped in identifying how the flood dynamics will affect
the areas under consideration (rice farms, populated areas,
etc.) for the year 2050.

The results are presented for the upstream part of the delta,
only in cases where the simulated flood depth is of 20 cm or
more, because this is the established threshold for protection
of rice farms. In the downstream part of the VMD, it was im-
portant to determine the areas where the time of inundation
changed because of the effect this would have on timing of
the two consecutive farming seasons.

3 Results and discussions

For each of the four scenarios, an analysis is done regarding
the flood extent over the upstream and downstream section
(i.e. the coastal areas) of the VMD. Due to the temporal dis-
tribution of the flood in the VMD, the spatial distribution of
the flood on four different days is analysed. The days were
selected based on historic flood records and are as follows:
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 1 

Fig. 4. Agro-ecological zones and land use map in the VMD in 2006. 2 Fig. 4. Agro-ecological zones and land use map in the VMD in
2006.

– 4 July, the day of the early flood season when the flood
starts causing damage on rice farming areas;

– 31 August, the day when the rice crop is, in general,
harvested;

– 23 September, the day when the year 2000 flood peak
was recorded (at Tan Chau and Chau Doc stations); and,

– 1 November, the day when the next rice farming season
starts.

3.1 Scenario 1: the calibration of the model with the
2000 yr flood event

As a baseline case, the catastrophic flood of 2000 was con-
sidered, and simulated, and was used to calibrate the ISIS
1-D model. Figure 5 presents the maximum measured and
simulated stages of one day during the flood period at dif-
ferent gauging stations (Tan Chau, Chau Doc, Vam Nao, My
Thuan and Can Tho) in the VMD. The model overestimates
the stage at all gauging stations. The maximum difference
between the measured and simulated stage is 0.8, 0.5, 0.6,
0.5 and 0.6 m at Tan Chau, Chau Doc, Vam Nao, My Thuan

and Can Tho, respectively. The observed model errors are
comparable to those observed in other studies: 0.3 m (Le et
al., 2008); 1.1 m (V̈astil̈a et al., 2010); and, 0.2 m (Dung et
al., 2011); and within the limit of errors for hydrodynamic
models in cases of severe floods (Hartanto et al., 2011; Moya
Quiroga et al., 2012; Quinn et al., 2010).

Spatial distribution of the flood in the upstream section on
4 July, 31 August, 23 September and 1 November in 2000 are
presented in Fig. 6 where the water levels greater than 20 and
50 cm are shown. As the upstream discharge is gradually in-
creasing from 4 July to 23 September, so is the flood extent.
It can be noticed that the upstream discharge on 23 Septem-
ber is greater than the one on 1 November, however the flood
extent is larger on 1 November. This phenomenon is caused
by the fact that sea level on the East Sea is higher in Novem-
ber than in September (Fig. 2a and b); therefore, in addition
to the flood impact there is a sea backwater effect as well. In
addition, high tide on the East Sea is greater than on the West
Sea, while low tides at the East Sea are lower than those on
the West Sea. The outcome is that the East Sea tidal regime
is the main driving force for the flood dynamics in the VMD
(both spatially and temporally).

Figure 7 presents the inundated period (in hours) on the
four considered dates. It can be seen that the further inland
in the VMD, the longer the inundation time. For high val-
ues of the discharge at the upstream part of the VMD, the
inundation area is extended towards the East Sea.

3.2 Scenario 2: projected flooding due to SLR

The results of the simulation, presented in Fig. 8, show the
inundation time differences between scenario 1 and scenario
2. The negative values are illustrating longer flood duration
on 2050 as compared with the year 2000. The Ca Mau Penin-
sula is inundated a significantly longer time, about 4 months
in total. This is due to the fact that this region is affected by
the tidal regimes of the East and West Seas. The flood dura-
tion in the area along the West Sea is changed very little be-
cause there is no impact from the East Sea, and the Mekong
and Bassac branches are routing the flood from inland to the
East Sea.

3.3 Scenario 3: projected flooding of 2050

The results of the simulations under scenario 3a and scenario
3b are presented separately for the upstream and downstream
part of the VMD in order to identify the effect of the bound-
ary conditions on the VMD.

Figures 9 and 10 present the inundation extent on the up-
stream section of the VMD on the four dates selected for
analysis. The maps are showing inundation depths of 20 and
50 cm for the CC1 and CC2 scenarios, respectively. Similar
to the simulated results of the flood extent in 2000, the flood
extent in 2050 would increase from July to November. This
is the effect of the backwater (as it is the case for the year

Hydrol. Earth Syst. Sci., 16, 4637–4649, 2012 www.hydrol-earth-syst-sci.net/16/4637/2012/



P. D. T. Van et al.: A study of the climate change impacts on fluvial flood propagation 4643

 25 

 1 

Fig. 5. Daily measured and simulated maximum stages during the flood period in 2000 at 2 

different gauging stations, (A) Chau Doc; (B) Tan Chau; (C) Vam Nao; (D) Can Tho; and, (E) 3 

My Thuan. 4 

 5 

Fig. 5. Daily measured and simulated maximum stages during the flood period in 2000 at different gauging stations,(A) Chau Doc;(B) Tan
Chau;(C) Vam Nao;(D) Can Tho; and,(E) My Thuan.
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Fig. 6. Flood maps on year 2000, on July 04th, August 31st, Sept. 23rd and Nov. 01st, 2 

inundation depth of 20 cm (A) and 50 cm (B). 3 Fig. 6.Flood maps of year 2000, on 4 July, 31 August, 23 September
and 1 November, inundation depth of 20 cm(A) and 50 cm(B).

2000), combined with the fact that the upstream hydrograph
changed its pattern (e.g. the peak of the hydrograph shifted
towards the end of October, Fig. 3b). In comparison to the
simulated results in 2000, the inundated area in 2050 would
extend further to the East Sea.

Figure 11 presents the flood extent for depths greater than
20 cm for the coastal area of the VMD according to sce-
nario 3a. The results of scenario 3b show no change as
compared with cenario 3a. The flooding of the VMD re-
mains mainly driven by the sea level rise along the East and
West Seas, and the flood near the coastal area would be, as

expected, greater in 2050. However, further inland the inun-
dated area in 2050 would be smaller than the one in 2000, as
the upstream discharge in 2050 would be lower than the one
in 2000.

The flood on 2050 lasts longer along the coast, and shorter
on the upstream section of the VMD (Fig. 12). In Fig. 12 the
negative and positive values represent the longer and shorter
flood durations in the year 2050 as compared with 2000.

The expected effects of longer inundation times in 2050
are the lower inundation depths. Figure 13 presents the dif-
ferences between the simulated flood duration in 2050 ac-
cording to the first and second projection; the positive value
represents the longer flood duration in the first projection in
comparison to the second one. Without development in the
upstream section of the Mekong, the inundated period over
the whole VMD could be extended from one day to about a
month in total, in which the majority of increases would be
around four days.

A similar analysis, as that for the 20 cm inundation depths
in the year 2050, was done for inundation depths greater than
50 cm. The analysis concluded that the flood in the coastal
area was not affected strongly by the relatively small modi-
fication of the upstream discharges; in the early flood season
(July) the flood that was affected by the tidal regime reached
the upstream section of the VMD (up to Tan Chau and Chau
Doc). However, with higher floods the inundated area that is
impacted by tidal regimes went gradually sea-wards (from
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Fig. 7. The period of inundation (in hours) on July 04th (A), August 31th (B), Sept. 23rd (C) 2 

and Nov. 01st (D) 2000. 3 
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 5 

Fig. 7.The period of inundation (in hours) on 4 July(A), 31 August
(B), 23 September(C) and 1 November(D) 2000.

July to November). In addition, due to the relatively poor
drainage ability in the Ca Mau Peninsula, later in the flood
season more permanent floods are projected; whereas the
spatial distribution of flood patterns in the area surrounding
the main outlets of the river network remained quite similar
over the whole flood period.

4 Discussions

4.1 Climate change and its impacts on the VMD

When dealing with floods, studies on the impacts due to cli-
mate change should not consider the effect of a single event
but the cummulatve impacts of combined events (e.g. up-
stream flood, local rainfall and high tide) (Keskinen et al.,
2010). The impacts of climate change on the VMD should
be addressed in different sections of the delta, such as the up-
stream vs. downstream (Gichamo et al., 2012; Quinn et al.,
2010), the coastal zone vs. Ca Mau Peninsula and the east
vs. west coast. The present study shows that in the Ca Mau
Peninsula the flood is strongly influenced by both the East
and West Seas; therefore, changes of the tidal regime in each
sea will significantly change the future flood patterns. One
of the main assumptions of the present study is the similar-
ity of the changes of the sea level rise on the East and West
Seas; hence, further study on this issue should be undertaken
in order to make better projections for the future.

Within a small floodplain, a 1-D hydrodynamic model
could result in acceptable accuracy in terms of simulated
inundation extents and floodwave travel times (Hartanto et
al., 2011). However, for a large river network with extensive

 28 
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Fig. 8. Differences between the flood duration in 2000 and 2050 (CC2 2). 2 
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Fig. 9. The year 2050 flood maps, on July 04th, August 31st, Sept. 23rd and Nov. 01st 4 

corresponding to the CC1 climate change scenario, for inundation depth of 20 cm (A) and 50 5 

cm (B)  6 

Fig. 8. Differences between the flood duration in 2000 and 2050
(CC2 2).
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Fig. 8. Differences between the flood duration in 2000 and 2050 (CC2 2). 2 
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Fig. 9. The year 2050 flood maps, on July 04th, August 31st, Sept. 23rd and Nov. 01st 4 

corresponding to the CC1 climate change scenario, for inundation depth of 20 cm (A) and 50 5 

cm (B)  6 

Fig. 9.The year 2050 flood maps, on 4 July, 31 August, 23 Septem-
ber and 1 November corresponding to the CC1 climate change sce-
nario, for inundation depth of 20 cm(A) and 50 cm(B).

floodplain, 2-D hydrodynamic models were developed to
study the detailed hydraulic nature rather than the mean
conditions in a 1-D hydrodynamic model (Gichamo et al.,
2012). Even though there were positive aspects of such 2-D
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Fig. 10. The year 2050 flood maps, on July 04th, August 31st, September 23rd and November 2 

01st, corresponding to the CC2 climate change scenario, for inundation depth of 20 cm (A) 3 

and 50 cm (B). 4 
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Fig. 11. The period of inundation (in hours) on July 04th, 2050 corresponding to CC1 (A) and 6 

CC2 (B) 7 
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Fig. 10.The year 2050 flood maps, on 4 July, 31 August, 23 Septem-
ber and 1 November, corresponding to the CC2 climate change sce-
nario, for inundation depth of 20 cm(A) and 50 cm(B).
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Fig. 10. The year 2050 flood maps, on July 04th, August 31st, September 23rd and November 2 

01st, corresponding to the CC2 climate change scenario, for inundation depth of 20 cm (A) 3 

and 50 cm (B). 4 
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Fig. 11. The period of inundation (in hours) on July 04th, 2050 corresponding to CC1 (A) and 6 

CC2 (B) 7 

  8 

Fig. 11.The period of inundation (in hours) on 4 July, 2050 corre-
sponding to CC1(A) and CC2(B).

hydrodynamic models, due to the computational require-
ments as well as the intensive data needs, they were not very
popular for large river networks like the one in the VMD
area. The complexity of the present ISIS 1-D model was con-
strained by the availability of data (e.g. detailed bathymetry),
and therefore modelling of a complex river network is still a
great challenge due to significant differences in the hydraulic
nature along the river network (Costelloe et al., 2006; Dinh
et al., 2012; Gichamo et al., 2012). It is suggested that a cou-
pled 1-D/2-D or a full 2-D hydrodynamic model should be
developed in the future in order to study the flow and its
propagation along the floodplain. A detailed 2-D model can
be used for specific studies such as flood risk assessments on
a small scale (Dutta et al., 2007; Muste et al., 2010; Pender
and Neelz, 2007; Balica et al., 2012).

The Mekong River in the VMD is characterized by fluvial-
unstable networks and the applied one-dimensional hydrody-
namic model did not take into account the changes in river
morphology. It is advisable that when the required data (e.g.
sediment size) becomes available, a more comprehensive hy-
drodynamic model should be built in order to account for the
changes of river morphology.
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Fig. 12. Differences in flood durations in 2000 and 2050 corresponding to the climate change 2 

scenario CC1 (A) and CC2 (B). 3 Fig. 12. Differences in flood durations in 2000 and 2050 corre-
sponding to the climate change Scenario CC1(A) and CC2(B).

4.2 Impacts of the flood on the agriculture in the VMD

It is expected that the future climate changes will signif-
icantly impact the agricultural activities but it is difficult
to quantitatively assess such influences (Dinh et al., 2012).
Västil̈a et al. (2010) stated that the damage to crops and in-
frastructure in the VMD will be serious, as the average and
maximum water levels and flood duration will increase in the
period 2010–2049. The findings of the present research also
support this argument. One may expect that with the rise of
the sea level only the agricultural system (including the rice-
based farming systems and shrimp farming) in the Ca Mau
Peninsula will be strongly affected, while the deep flood ex-
tent in the upstream section does not change significantly as
compared to the 2000 flood.

Because of changes to future annual hydrograph patterns,
at the upstream section of the Mekong there will be consider-
able impacts on the flood extent and water level in the VMD.
Consequently, these will lead to significant impacts on the
agricultural activities. Moreover, because we could notice a
forward in time shift of the flood season, the (rice) cropping
activities need to be adjusted in order to avoid the predicted
November flood. The timing issue of flooding is critical for
agriculture, as can be concluded from the effects of the 2000
extreme flood which caused severe damage not only due to
the high discharge and stage, but also due to its early ar-
rival (4 to 6 weeks earlier in comparison to the normal flood)
(A. T. Le et al., 2007).

Simulated results show that floods would extend further to
the Ca Mau Peninsula with the sea level rise. In fact, with the
dense river network in the coastal area and greater differences
between the low and high peaks of the tidal regime in the East
Sea (in comparison to the West Sea), the floods were routed
to the East Sea faster than to the West Sea. In addition, the
hydraulic regime in the Ca Mau Peninsula was complicated
as it was influenced strongly by both the East and West Seas.
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Fig. 13. Differences in flood durations in 2050 corresponding to the climate change scenarios 2 

CC1 and  CC2. 3 
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Fig. 13.Differences in flood durations in 2050 corresponding to the
climate change scenarios CC1 and CC2.

In specific consideration to agriculture during the flood pe-
riod in the VMD, agricultural activities in the upstream sec-
tion of the VMD will benefit as the physical conditions will
be more favourable for agriculture due to the ”lower flood”
conditions. However, along the coastal area, especially in
the Ca Mau Peninsula, the flood would be prolonged, which
might cause changes in the structure of the current farming
systems.

Potential adaptation measures in the VMD, where agricul-
ture is the main economic sector of development, climate
change adaptation in agriculture is a point of great inter-
est. With different policies to ensure the rice-based farming
systems, permanent dikes along the upstream section of the
VMD were raised to effectively protect the rice-based farm-
ing systems from the annual floods (Nguyen et al., 2007).
However, with the drawbacks of such a permanent dike sys-
tem (e.g. environmental pollution and degradation of soil fer-
tility) (Nguyen et al., 2007), semi-dike systems (MRC/WUP-
FIN, 2006) in combination with water retention (Buijse et
al., 2002; Hartanto et al., 2011; Hooijer et al., 2004; Meire et
al., 2010; Platteeuw et al., 2010; Popescu et al., 2010) could
be considered as a suitable solution to maintain the agricul-
tural production in the VMD. Actually, in the past (decades

ago), floods were kept in backswamp areas in order to not
only supply freshwater flow in main canals during the early
dry season (Dang et al., 2007), but also to reduce the flood
during the peak periods. For the irrigated rice-based farming
systems the possible adaptation measures might be applied in
the VMD, including (i) adjusting the cropping seasons could
be a suitable adaptation measure to avoid the peaks of the
flood (ADB, 2010; Mainuddin and Kirby, 2009); (ii) shift-
ing from rice intensification systems into livelihood diversi-
fication; (iii) alternating wetting and drying irrigation meth-
ods (Belder et al., 2004); and (iv) diversifying cropping pat-
terns (Hoanh et al., 2009). Moreover, to study the nature of
the future flood in the VMD, climate change aspects (up-
stream discharge changes and sea level rise) should not be
considered separately from other factors (e.g. economic and
social environment) (Keskinen et al., 2010). It is important
to notice that the physical changes would normally not be
happening so suddenly (e.g. sea level would rise gradually
over several decades, Wassmann et al., 2004). However, the
anthropological factors contribute significantly to dramatic
changes, like the dam construction along the upstream sec-
tion of the Mekong (Yang et al., 2006; Kummu and Varis,
2007; Kummu et al., 2010), and those should be considered
carefully and seriously before any action is turned into prac-
tice. In fact, “adaptation to climate change should be inte-
grated in social economic planning at all scales” (Quinn et
al., 2010; Muste et al., 2010).

Actions in order to inform the stakeholders in the area
about the effect of floods and the adaptation measures could
include, along with the modelling and prediction of such
events, the use of modern technologies such as mobile
phones (Jonoski et al., 2012a, b; van der Berg and Poepscu,
2005).

5 Conclusions

Fluvial floods in the VMD can be categorized into two
groups: (i) floods in the upstream section mainly affected
by the upstream discharge; and (ii) floods in the coastal area
strongly influenced by the East and West Sea tidal regimes.

Flood maps (in the upstream section and coastal areas in
the VMD) were analysed for the most four critical dates in a
flood season. For the highest recent flood in 2000 the affected
areas were mainly in the upstream part of the delta. For the
year 2050, the flood hazards are expected to be more severe
along the coastal area because of the tidal regime (e.g. high-
tide induced fluvial floods, low tides allow drainage of the
river flow to the sea).

It can be concluded that the future floods would have lower
inundation depths but will last longer in the upstream section
of the VMD. However, due to the change of the downstream
boundary conditions (e.g. SLR), the inundated area along the
Eastern and Western coasts, especially for the Ca Mau Penin-
sula, would be larger than the present one. Due to the dense
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river network in the coastal area and low sea level during
the low tides, the flood duration in coastal area would not be
long, and often will last less than 24 h even if the sea level
rises.

Our analysis shows that in the future (year 2050), agricul-
ture in the upstream section of the VMD may be expected to
have more favourable conditions, as the fluvial flood would
be shifted towards the lower part of the VMD. In the down-
stream section (along the coastal zone and the Ca Mau Penin-
sula), longer inundation times might be a good environment
for rice cultivation. In fact, the high stage would be higher
due to the projected increase of sea level but such floods
would not last long due to the impacts of the tidal regime.
However, as this study is on floods, we cannot draw defini-
tive conclusions on the impacts of climate change and up-
stream development on rice cultivation, as changes in the wa-
ter availability in the dry season have not been studied.

In the end the authors would like to emphasize that all re-
sults are based on the available model-based climate change
projections, which are highly uncertain, and therefore the
flood maps and the conclusions should be considered with
care, as indicated throughout.
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Abstract. Universities and other higher education institu-
tions involved in water-related engineering education are fac-
ing new challenges in offering lifelong learning services and
online educational support. Both the curricula and the form
of delivery are changing, as contemporary water problems
require interdisciplinary approaches involving diverse and up
to date expertise maintained via continuous professional de-
velopment. Hydroinformatics education faces similar chal-
lenges in developing relevant curricula and finding appropri-
ate combinations of course delivery to its target group. This
article presents experiences from delivering two hydroinfor-
matics courses in the fields of flood modelling for manage-
ment (FMM) and decision support systems (DSS) in river
basin management that in recent years have been delivered
both online and in classroom settings. Comparisons between
the two modes of delivery are provided, with the conclusion
that online education in this field, although still faced with
many challenges, has a promising potential for meeting fu-
ture educational needs.

1 Introduction

Contemporary water-related engineering projects are charac-
terised by high complexity and clear necessity of interdis-
ciplinary approaches, which in turn requires a broader aca-
demic education as well as continuous professional develop-
ment of modern-day engineers. Consequently, teaching de-
mands are rapidly changing and they are currently signifi-
cantly different compared to only five or ten years ago. This
is a result of the diversification of disciplines, the shortage
of skills in key areas and the needs for employability of the
graduates.

In order to meet these new requirements and to make the
European Higher Education Area attractive to students from
all over the world, twenty-nine European countries signed
the Bologna agreement in 1999. One of the most impor-
tant changes introduced with this agreement is the European
Credit Transfer System (ECTS), levelling education in Bach-
elor’s and Master’s, with 180 to 240 ECTS for Bachelor and
60 to 120 ECTS for Master level. Bachelor’s and Master’s
Degrees are formulated with clearly defined learning out-
comes and associated competencies, which can also serve
for comparison of higher education among different univer-
sities and countries. The Bologna declaration also recognised
that, in addition to the necessary changes in higher education,
there is a clear need for lifelong learning and professional de-
velopment, which is especially relevant for engineering edu-
cation (Gonzalez and Wagenaar, 2003).

Water problems usually cut across boundaries, both geo-
graphical and professional, increasingly requiring alliances
that link different professionals at many locations. Appro-
priate education for these new working modes becomes im-
portant for enhancing the capacity to manage water-related
assets and the aquatic environment.

UNESCO-IHE (Delft, the Netherlands) is an academic,
water education institute providing MSc and PhD education,
as well as a large number of short courses and online courses
(UNESCO-IHP, 1999). Since the institute primarily targets
mid-career water professional, there is a clear recognition
of the continuous tension between academic educational of-
fering (embedded in larger degree programmes) and the re-
quirements of professional competence development of those
who work in a professional water sector environment (fre-
quently for specialised, stand alone learning components).
To better address the new demands students are increasingly
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being offered more flexibility in their future learning paths by
providing some key components of water-related education
through online courses. The advantages of online courses are
that they are relatively cheaper (smaller tuition fees for the
students), they provide flexible learning schedules, travel is
not involved, families are not separated, etc. This approach in
fact follows the general trend in education of gradually mov-
ing more towards asynchronous sharing of knowledge and
reduction of direct contact with teachers (Price et al., 2007).

One of the fields where two online courses were developed
at UNESCO-IHE is hydroinformatics. Two online courses in
this field, which are the primary focus of this article, are flood
modelling for management (FMM) and decision support sys-
tems (DSS) in river basin management (Jonoski and Popescu,
2012). These same courses are available as regular compo-
nents of the Master studies in hydroinformatics delivered
in a face to face setup. The transformation of these regular
components into online courses requires significant efforts in
both developing the learning material and supporting the on-
line learning process of diverse groups of learners. Given that
these are still relatively new developments in hydroinformat-
ics education, this article presents the experiences from face
to face (classroom) and online delivery of these two courses,
which is useful for improving the effectiveness of future on-
line learning. It needs to be noted that the face to face and
online implementations of these courses run in parallel, how-
ever for different types of learners. They are consequently
evaluated separately by the enrolled learners/students. So far,
for these courses there is no structured pre-designed eval-
uation for direct comparison of the two modes of delivery.
Nevertheless, the experiences presented herein provide some
important lessons for future online learning in the field of
hydroinformatics.

After this first introductory part the second section of the
article introduces briefly the hydroinformatics field and its
education implementation at UNESCO-IHE. The face to face
and online implementations of the two courses are presented
in Sects. 3 and 4, followed by discussions and conclusions in
Sects. 5 and 6.

2 Hydroinformatics education

2.1 The field of hydroinformatics and current
educational approaches

The concepts of Hydroinformatics as a new and distinct aca-
demic discipline were conceived and implemented by Profes-
sor Michael B. Abbott, about two decades ago (see, e.g. Ab-
bott, 2001). Hydroinformatics has since been widely recog-
nised internationally, attracted a successful series of biennial
international conferences and has a peer reviewed journal.

Broadly, hydroinformatics can be defined as “the study of
the flow of information and the generation of knowledge re-
lated to the dynamics of water in the real world, through the

integration of information and communication technologies
for data acquisition, modelling and decision support, and to
the consequences for the aquatic environment and society
and for the management of water based systems” (Abbott,
1991).

This definition includes merging of traditional fields of
computational hydraulics with newer developments in nu-
merical analysis, computer science, and communications
technology. The fundamentals of hydroinformatics are in the
water domain and they integrate knowledge and understand-
ing of both water quantity and quality (Price et al., 2006).
Furthermore, the field focuses on the integration of informa-
tion about various water systems and the aquatic environ-
ment obtained from diverse sources, such as data from the
field, remotely sensed data, and data from various hydraulic,
hydrological and other kinds of numerical models. Aiming
at the provision of decision support, typical hydroinformat-
ics applications need to provide further integration with in-
formation and data coming from non-engineering fields like
ecology, economy and social science. With these established
goals, in recent years hydroinformatics has been transform-
ing from a purely technical, into a sociotechnical discipline
(Abbott and Jonoski, 1998; Jonoski, 2002).

The diversity of the involved technologies requires struc-
tured and goal-oriented development of hydroinformatics ap-
plications, which depends on appropriate educational ap-
proaches. Most adequate hydroinformatics expertise is com-
monly provided via educational programmes at MSc level
(with duration of 1.5–2 yr) for BSc graduates from civil
(hydraulic) or environmental engineering, computer science,
or water-related earth sciences. Shorter hydroinformatics-
related educational and training courses, often linked to the
content of existing MSc programmes, are also provided.
These are mostly targeting experts in need of continuous pro-
fessional development (Kaspersma et al., 2012), dealing with
rapidly evolving hydroinformatics technologies.

Hydroinformatics education at a Master level is provided
by only few educational institutions in the world. The num-
ber of organisations that offer regular short courses or tailor-
made courses in this field is higher, but still rather lim-
ited. Consequently, attending hydroinformatics courses in
the traditional classroom setting may be quite expensive for
prospective participants. Especially professionals from de-
veloping countries may have significant difficulties in secur-
ing funds to follow such a course. New methods of trans-
ferring hydroinformatics education are therefore considered,
such as group learning via web-based collaborative engineer-
ing (Molkenthin et al., 2001) or online courses, such as those
presented in this article.

The example MSc specialisation in hydroinformatics from
UNESCO-IHE can serve to introduce the common struc-
turing of the content delivered in a typical hydroinformat-
ics programme. The programme starts from the classical ap-
proach of developing mathematical models, based on first
principles as a means for solving real engineering problems,
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and continues by introducing methods from new modelling
paradigms such as data-driven or agent-based modelling. The
introduction of information technology and software engi-
neering topics is in parallel to these modelling topics. The
different modelling approaches, together with their advan-
tages and disadvantages are then demonstrated on different
application areas. The structure of the programme together
with the targeted application areas and associated tools and
techniques are presented in Fig. 1.

This programme has a total duration of 18 months. The
first 12 months cover the taught part of the programme struc-
tured in 14 educational components, so-called modules, each
with duration of three weeks. During any particular module
students are focusing on one group of thematically interre-
lated subjects. Many of these modules are also offered as
stand-alone short courses for external participants who are
not enrolled in the MSc programme. The last 6 months are
reserved for individual research resulting in an MSc thesis.
The time sequence of these educational components is pre-
sented in Fig. 2.

The presented content and structure, with minor modifica-
tion from one academic year to another, is used in this pro-
gramme for more than a decade. Other MSc programmes in
hydroinformatics cover similar content, although with differ-
ent structure. All these programmes, however, are faced with
the continuous penetration of information and communica-
tion technologies in nearly all knowledge domains covered,
and with their continuous and rapid changes. This situation
requires rethinking and possibly adapting their contents and
structure.

2.2 Introducing more flexibility in hydroinformatics
education

A major challenge brought about by the evolution of hydroin-
formatics is that the volume of information that hydroinfor-
maticians are called upon to know is increasing far more
rapidly than the ability of engineering curricula to “cover it”.
The nature of this filed is such that graduates are required to
master a broad spectrum of subjects, such as concepts from
physics, mathematics, ecology, geography and computer and
software engineering. This spectrum is well beyond the range
of traditional hydraulic engineering curricula. Modelling and
information and communication systems are at the core of
hydroinformatics (which are quite specialised), but their ad-
equate implementation for diverse application areas requires
the coverage of a broad range of topics (Wagner et al., 2012).

For these reasons, structuring the curriculum that meets
the needs of most hydroinformatics students appears to be
an elusive goal. One solution is to institute multiple tracks
for different areas of specialisation. In the example MSc
programme presented in the previous section, this was re-
alised by introducing a number of elective modules, cover-
ing a range of different topics. The courses that are subject
of this article actually belong to these elective modules. For

Fig. 1. General thematic structure of the Hydroinformatics MSc
programme (taught part).

example, the “flood modelling for management” (FMM) is
offered as an elective out of three other modules and the “de-
cision support systems in river basin management” (DSS) is
offered as an elective out of five other modules. These elec-
tive modules are offered as online courses as well. Once pro-
fessionally engaged, hydroinformatics graduates can decide
to enrol in such an online course (that they did not follow dur-
ing their formal education) and improve their competences
in a particular area. Equally, alumni of the institute or pro-
fessionals who were not participants in an MSc programme,
but they do want to acquire extra competencies can enrol in
these online courses. With these arrangements the same con-
tent is delivered in a more flexible manner, meeting the needs
of different learners interested in hydroinformatics topics.

A comparison of the pre-requisites, target group, learning
outcomes and assessments between the two modes of course
delivery is presented in Table 1. As can be seen from the ta-
ble, the target audience in both online and face to face modes
of delivery is the same, though in practice we observed that a
large number of participants of the online courses were wa-
ter professionals or PhD researchers who joined the course
to improve their skills. In the face to face version of the
courses all participants were MSc students, who might have
had some professional experiences, but joined the course in
the pursuit of obtaining an MSc degree.

3 The FMM and DSS face to face modules

The purpose of the FMM course is to provide professionals
with the necessary background to appreciate the role and ap-
plication of models in flood management, whereas the pur-
pose of the DSS course is to present the general aspects of
water resource management on the scale of the whole river
basin (Jonoski and Popescu, 2012). These courses are mod-
ules in the regular Hydroinformatics MSc programme, but
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Fig. 2. Time sequence of the modules in the taught part and the research period of the MSc programme in Hydroinformatics.

Table 1. Comparison of key characteristics in the two modes of course delivery.

Component Face to face delivery of courses Online delivery of courses

Prerequisites
Pre-requisites/target group Same for both modes of delivery

Time and study load
Time of course delivery 3 weeks (Study load 6–7 h day−1) 10 weeks (2 h day−1)
Estimated study load 140 h 140 h
Learning objectives Same for both courses
Assessment mode Assignment and examination Assignment
European credit transfer load (ECTS) 5 5
Certificate for the course No Yes

Advantages/Disadvantages

Pace of learning Imposed by the timeframe of the At students own choice
course (disadvantage) (advantage)

Leave from work Student has to leave the work and Student can study while working
go to study (disadvantage) (advantage)

Direct interaction with instructor Immediately (advantage) Not in the same time (disadvantage)
Direct interaction with instructor Answer given in an oral format Instructor answers in a forum

(disadvantage of not being (advantage of having the
able to reconsult the answer) answer for reviewing)

they are also offered to students from other relevant MSc
specialisations. FMM and DSS modules are carried out for
three weeks in module 8 and 11, respectively, and have cur-
ricula as defined in Tables 2 and 3. Due to its learning ob-
jectives, the DSS module is taught at a later stage, com-
pared to the FMM module. In Tables 2 and 3, the “contact
hours” represent the real contact hours between the lecturer
and the students, while the “estimated study load” represents

the estimated total number of study hours required for mas-
tering a particular topic. The difference between study load
hours and contact hours represents the number of hours that
students need to allocate for studying without lecturers’ su-
pervision (self-study). The total number of ECTS is related
to the number of study load hours of a module. Both DSS
and FMM course have a load of five ECTS.
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Table 2. The content and assessment of the face to face FMM course.

Subjects
Contact hours [h] Estimated study Assessment

Lecture Exercise Workshop load [h]

Introduction to some application domains of 4 0 2 14
Hydroinformatics: floods, urban systems and
the environment
Climate change and its impact on hydrology 4 0 2 14
Environmental processes and water quality 6 2 2 24
Introduction to 1-D2-D, 2-D modelling 2 2 8
Flood analysis, river flood modelling and 10 22 0 74 Exercise report (50 % weight)
1-D flood routing
New data sources to support flood modelling 2 2 6

Total study load hours 140 Oral exam of all the subjects (50 % weight)

Table 3. The content and assessment of the face to face DSS course.

Subjects
Contact hours [h] Estimated study Assessment

Lecture Exercise Workshop load [h]

System analysis in water resources 8 6 6 42 Exercise report (35 % weight)
Decision support systems 6 4 4 30 Exercise report (30 % weight)
Software technologies for integration 4 8 8 36 Exercise report (20 % weight)
Integration of weather prediction and water models 8 2 4 32 Exercise report (15 % weight)

Total 140

The learning objectives of the FMM module are to

– understand and explain the main flood management
problems;

– understand and explain the governing processes of flood
generation and propagation;

– identify the proper modelling methodology for a given
problem;

– utilise hands-on experience in the step-by-step mod-
elling procedure (dealing with geometry, bathymetry,
boundary conditions, forcing) for carrying out a prac-
tical study with river modelling software packages; and

– know how a river flood model may be used for structural
and non-structural measures for flood mitigation.

With respect to its target group, the FMM course is designed
for current and future water professionals (engineers and sci-
entists), decision makers and others involved in flood mod-
elling and flood management, particularly those who would
like to be familiarised with the latest tools and techniques in
flood modelling management.

The learning objectives of the DSS module are to

– understand the role of system analysis in water re-
sources planning and management;

– formulate and solve water resources problems as opti-
misation problems;

– distinguish and properly use different types of decision
support methods for water problems;

– build simple software applications that integrate data
and models, both as stand-alone and Internet-based; and

– understand the potential of newly available data sources
(e.g. remote sensing, web resources, data generated
from climate and meteorological models) in advanced
integrated modelling and decision support.

The target group of the DSS module are professionals who
are developing modelling and information systems support
for managing water resources in river basins or are involved
in decision making processes in river basins at different lev-
els.

The face to face FMM module is also offered as a short
course. A participant to this short course joins the regular
MSc programme, just for three weeks during the period of
the module. The module is designed in such a way that water
professionals, flood managers, or professionals who would
like to know more about this topic, can join the MSc pro-
gramme during this period, given that they meet certain pre-
requisites. In this case basic knowledge of hydrology and
hydraulics is required. Some experience with flood mod-
elling/management is desirable but not a must.
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4 The FMM and DSS online courses

4.1 Main challenges in development of the courses

The online modules on FMM and DSS are at postgraduate
level, and they are with the same learning objectives and tar-
get groups as their face to face versions. The types of students
are however different for the two modes of delivery. In the
face to face modules, most participants are already enrolled
MSc students and some short course participants, whereas in
the online courses most students are water professionals from
different countries of the world.

The first challenge in development and implementation of
any online course is the development of suitable learning ma-
terial. Traditional learning material, such as lecture notes, tu-
torials and exercises, already available for the face to face
version of the courses, can be easily deployed for online
learning. However, this is usually not sufficient for master-
ing the material by the distant learners. Enrichment by more
effective learning material using suitable audio-visual mate-
rial in electronic format is commonly needed. This requires
a serious effort and the time required for developing such
material should not be underestimated. For the courses pre-
sented here, for example, several man months of work were
invested for this purpose.

Once suitable material is developed and deployed on a
dedicated educational web-based platform, the advantages of
the online courses can be realised. The course participants
can download lectures, lecture notes, etc. at their own con-
venience and they can communicate with fellow participants
and teachers using dedicated tools. For the FMM and DSS
courses presented here the lectures are provided in the form
of video, audio or slides with notes. A video lecture may con-
tain slides with an audio of the teacher’s commentary. Occa-
sionally, it can contain a video window as well for displaying
explanatory material (such as a movie). Theoretical lectures
usually contain slides with notes. Soundtracks of lectures are
incorporated in the presentation slides.

When it comes to the field of FMM and DSS, the develop-
ment and implementation of online courses becomes further
challenging, because these topics require not only the intro-
duction of concepts, but also their exemplification by various
software tools and systems, such as simulation models, en-
capsulated optimisation techniques, or MCA tools in case of
the DSS course (Calizaya et al., 2010). Therefore, develop-
ment and deployment of additional online learning material,
specific for this purpose, may be required.

In the two implemented courses, modelling tools are intro-
duced with instructional movies. Recent technologies allow
such movies to be created easily and cheaply. The instructor
presents the modelling tool by running it on his/her computer
in a similar manner as in a face to face interaction. Current
technologies can record the computer screen and add the in-
structor’s voice to create the movie. Such movies can also
be edited easily. Participants can download and follow these

movies and become acquainted with the new tools. Because
participants can run such a movie a number of times in order
to master some specific features of a tool, experience shows
that this is preferred to a classroom demonstration of a new
tool. Nevertheless the inability to have live question and an-
swer sessions (as in a classroom situation), which are fre-
quently about concepts behind the introduced tools, leads to
overall smaller appreciation of online learning when it comes
to topics involving learning modelling tools.

This drawback can sometimes be overcome by using ed-
ucational tools for synchronous discussions. Software tools
such as Breeze or even Skype allow for arranging a real-
time virtual classroom. During a virtual classroom, many-to-
many communications in the form of video, voice and text
enable everyone to see, talk and write (chat) to each other.
Participants can share documents, computer screens or use a
common electronic write board. In the implementation of the
two courses presented here these virtual classrooms were not
used, but they are being arranged at present times. It needs
to be noted, however, that the number of participants when
using such tools has to be limited.

Another important consideration related to online learn-
ing of modelling topics is the necessity of using public do-
main modelling tools. These are predominant in both the
FMM and the DSS online courses presented here. Commer-
cial modelling software is included for a few topics, but only
using free, demo versions, without using any licence. Us-
ing full versions of such software can be easily arranged in
a classroom setting, but the needed licences are commonly
not available to distant learners. One alternative arrangement
for overcoming this is the provision of web-based modelling
simulations with the licensed software residing on the server
side, which is also currently being considered.

Assessing students’ performance is also an issue in online
settings. In the face to face version of the presented course,
the assessment consists of an oral examination, assignment
reports on modelling exercises and classroom discussion. In
an online version the oral examination cannot be conducted
easily because it is difficult to organise a classroom for ex-
amination or to conduct an oral examination over the Inter-
net. During initial runs of the courses an oral discussion was
attempted using phone and Skype communication, but that
turned out to be expensive and not easy to arrange. An al-
ternative of involving other partner institutions in the coun-
try (or region) of the distant participant, where examinations
can be organised is also currently considered. As a result,
the current assessment in the FMM and DSS courses relies
heavily on the evaluation of the assignment reports. This in
fact necessitates re-adjusting of the learning objectives for
the online courses, which are currently being contemplated.

4.2 Implementation of the courses

The FMM and DSS online courses were implemented as
from 2006 and 2009, respectively. Since then they are run
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regularly once a year. The average time of running an on-
line course is 10 weeks and the content of each course is
the same as the corresponding face to face version. The on-
line courses are carrying a load of 5 ECTS and they require
the same amount of study hours as in a normal face to face
course.

The admitted participants in both courses have always
been with a minimum of a BSc degree in fields such as
civil, environmental or agricultural engineering, earth sci-
ences, computer science or systems engineering. Acceptance
to the course is based on several criteria such as educational
background, working experience and motivation expressed
in the application. The participants are commonly capable of
searching for the needed information, and motivated to de-
velop the respective expertise relevant for their professional
occupation. In other respects they are a very heterogeneous
group: participants come from all over the world, the num-
ber of years of experience in the profession differs, as well as
their experience with online learning.

Access to the online courses is via a dedicated educa-
tional web-based platform, set up using the open source
Moodle software package (http://moodle.org/). The imple-
mented platform is accessible through the UNESCO-IHE’s
e-learning campus at the following web address: http://
ecampus.unesco-ihe.org. Each admitted participant to an on-
line course receives a user name and password for accessing
the learning resources on the platform.

The learning resources of an online course are structured
into units, where each unit addresses a certain topic. An ex-
ample implementation of a unit dedicated to multi-criteria
analyses in the DSS course is presented in Fig. 3. The advan-
tage of such structuring using the Moodle platform is that the
educational material is decomposed in its basic components
and allows different people to use the same source material
while each participant can have a different focus on individ-
ual units depending on their own expertise and insight.

As already mentioned, the lectures are provided in the
form of videos, slideshows with audio, or slideshows with
text explanations. Additional reading materials are also pro-
vided. Data and modelling software required are either pro-
vided from within the platform, or, in some cases the par-
ticipants are directed to download the needed software from
another web site.

The participants follow the lectures at their own pace. Dur-
ing the course they communicate with the lecturers and fel-
low participants using the functionalities of the platform. In
the online environment the exchange between the instructors
and the students is made via three ways of communication:
a discussion forum where students pose questions, which are
answered either by the lecturer, or by their fellow colleagues;
a special forum called “Ask the teacher”, where the lecturer
answers the questions and the third option is an e-mail sent
directly to the instructor.

All major units of the online courses include an as-
signment. Both FMM and DSS course have a set of 5–7

Fig. 3. Moodle implementation of the DSS course – Unit 6 (Multi
Criteria Analyses).

assignments that participants have to carry out, and for which
they have to submit (upload) reports according to a schedule
presented in the course calendar available on the platform.
After checking the assignment reports, the instructor pro-
vides grades to each participant individually, using the facili-
ties of the platform. Passing grades for the assignment reports
lead to successful completion of the course. At the end of an
online course, every successful participant receives a certifi-
cate, which is a proof that they had followed the course ac-
tively and have been assessed through assignments. It needs
to be mentioned that till now, the successful participants in
FMM and DSS online courses do not automatically receive
the ECTS credits when receiving a certificate. This is related
to the issue of not having a formal examination in these on-
line courses, as discussed earlier.

5 Discussion on experiences of face to face versus
online education

The main educational challenge regarding the two courses
described herein was how to structure the content of the
course in such a way that the learning objectives are
achieved, in both face to face and online mode of delivery.
Main topics related to hydrological and hydraulic processes
need to be presented to the students in a clear sequence. This
is normal in face to face delivery, however, difficult to en-
sure in an online setting. In this case, once the learning ma-
terial is deployed, students tend to jump in their learning ac-
tivities from one topic to another, led by curiosity or con-
fidence that some topics are already familiar to them. This
can be controlled by introducing lectures and exercises grad-
ually (hiding some topics for later introduction), but this is
normally not appreciated by the students. In both modes of
delivery exercises were introduced after each set of lectures
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Table 4. Appreciation of collaboration in online courses

What is your opinion on collaborative aspects during the course? FMM DSS
(Completely) agree

I had lively and stimulating discussions with other participants in the module. 33.4 % 45.2 %
I learned a lot from other participants in the module. 43.2 % 52.4 %
Other participants in the module were able to answer my questions. 48.6 % 61.9 %
I provided useful help to other participants in the module. 45.9 % 33.4 %
I had feedback that this help to other participants in the module was useful. 48.6 % 35.7 %

to ensure that a particular topic is understood before a new
topic was presented. Working with such exercises, to some
extent, leads the students to follow a recommended sequence
in mastering the topics.

In both the DSS and the FMM course, the approach
to structuring of the content was based on the concept of
competence-based learning, which ensures that final learn-
ing outcomes are achieved (Cheetam and Chivers, 2005). In
this concept the whole learning process should be realised
in such a way that the learning outcomes of the students lead
to attainment of measurable competencies. Competencies are
defined as final learning outcomes which demonstrate profes-
sional ability to perform given actions to a sufficient, recog-
nised standard. This attainment can also be at different lev-
els, but, in general, the attainment of a given competence
is associated with a required minimum level of demonstra-
ble evidence. It needs to be realised that even when using
competence-based learning, prerequisites are important and
certain learning sequence is preferred for the kinds of hy-
droinformatics topics, such as DSS and FMM. In this set-
ting a recommended approach is to include extensive self-
evaluation tests for each competence, which was not done
so far for the two courses introduced here and remains to
be introduced in the future. The design and development of
content of the DSS course into competencies, so that under-
standing is achieved in a short period of time, is described in
detail in Jonoski and Popescu (2012). A similar description
for the FMM course is available in Popescu et al. (2009).

Structuring of the course content is especially important
when it comes to modelling concepts, which represent major
parts of both courses. These are first presented in a generic
way so that the students can use them with any available soft-
ware tool, no matter the graphical user interface implemen-
tation. In a face to face environment, because of the in-house
licenses for commercial software for hydrological and hy-
drodynamic modelling (such as Mike SHE of DHI or Sobek
of Deltares) students can have hands-on exercises and train-
ing on all types of tools. The difficulties with this approach
for online courses, as already discussed, led to the usage of
only open-source or freely available modelling tools. Expe-
rience shows that in both face to face and online courses the
generic introduction of modelling concepts was adequate for

their understanding and students can subsequently easily ap-
ply them when requested to solve problems in an exercise.

The key element that made a difference between the class-
room education and the online education, in terms of guiding
the students learning, is the online discussion forum, which
due to its nature of exchanging information becomes, in a
certain way, a study guide. Lecturers need to be very active
and to follow closely what is posted on the forum because
a non-reaction can be understood by the students as an ap-
proval. While other fellow students may provide the right
guidance, for some questions the interventions from the lec-
turers are necessary. In a face to face environment this is not
the case because students are following the key points em-
phasised by the lecturer and can ask immediate questions and
clarifications.

Due to these differences, the time involvement of the aca-
demic staff in the face to face and online courses is also dif-
ferent. While in face to face settings most of the time is spent
in a concentrated period of lecturing and exercise sessions, in
online courses a prolonged commitment is required because
they need to verify on a regular basis if there are questions
and if they need to write elaborate answers. From a lecturer’s
point of view, it is not always clear to which extent certain
notions are understood by the students, especially related to
modelling concepts and their application.

The time investment of the student in an online course is
designed to be the same as for a face to face course. The two
courses, in both modes of delivery, presented herein, were de-
signed in a classical teacher-centred approach where most of
the learning is reached via information flow between the in-
structor and the learner. In both cases collaboration between
students happens, either directly, or via the forum, and it is
well appreciated by the students. The advantage of the online
course is that the participants have a higher control on the
time they spend for learning, while in a face to face course,
due to the fact that the course is carried out for three con-
secutive weeks, the time for learning is clearly defined and
stricter. A thorough evaluation of students’ experiences with
the two types of courses may provide further insights about
the actual time that students spend on learning. Because the
same students commonly would not take the same courses
both online and face to face, a longer record with many more
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online participants is required for such analysis, which re-
mains a task for the future.

As mentioned earlier, topics such as hydraulics, hydrol-
ogy and decision support systems are better assimilated by
the students if analysed and discussed in a group setting,
through problem solving. This is done naturally in a face to
face environment due to the fact that students share the same
classroom, whereas the vehicle for such activities in an on-
line environment is the earlier mentioned discussion forum,
or similar tools. One of the major issues for an online course
is therefore the level of attainment of the desired collabora-
tion among participants.

In order to assess the collaboration level in the online
courses, in the year 2009, participants to the online courses
were asked to score six statements regarding collaboration
on a five-point scale (1 – Do not agree, 2 – Partially agree, 3
– Neutral, 4 – Agree, 5 – Completely agree). The statements
and the result of the scoring are presented in Table 4. When
counting specifically the (completely) agreeing percentages,
it can be seen that almost half of the participants tend to
agree on having had good collaboration. For the DSS course
we had 66 participants, of which 50 responded the question-
naire about collaboration, and in the case of the FMM course
we had 94 participants and 80 responded the questionnaires.
Looking at the overall numbers presented in Table 4 for the
FMM course the statement of “I had lively and stimulating
discussions with other participants in the pilot” has relatively
the lowest score, but still one third agree (completely). In the
DSS course 45.2 % participants tend to agree (completely)
with the same statement. The overall numbers for this course
also give an indication of high collaboration, except that in
this case smaller portion of participants agree that they have
themselves provided help to others and received feedback
(last two rows in Table 4).

In case of the face to face courses the evaluation of col-
laboration is done at the end of the MSc course, by direct
discussion with students and by regular evaluations on the
learning load and learning objectives.

6 Conclusions

When comparing face to face and online versions of the same
courses the main challenge seems to be maintaining adequate
structure of presentation of the course materials. While this
is straight forward during face to face course delivery, for on-
line courses this can be achieved by gradual introduction of
the course material supported with adequate exercise assign-
ments. This is especially important for modelling courses in
which generic concepts need to be introduced before actual
hands on exercises with modelling tools. In online courses
the discussion forum plays a critical role for enhanced learn-
ing through peer collaboration as well as active participation
of the involved lecturers. When adequately designed and im-
plemented this approach can act as a substitute to the group

problem solving sessions normally introduced in face to face
courses. The evaluation of the courses presented in this ar-
ticle indicates a high level of students’ appreciation of the
collaboration realised in this manner.

There is still much to learn from the experiences with on-
line education in hydroinformatics, such as how to produce
interactive materials much more cheaply and effectively.
UNESCO-IHE’s experience is proving valuable in helping it
to fulfil its international remit in education in hydroinformat-
ics. The main challenging questions for the academic staff
involved in conducting the online courses are how to mea-
sure students’ learning and how to set up the online course in
such a way that students’ learning is facilitated.

The further development of the hydroinformatician
depends upon adequate preparation, education and training.
The latest technological developments that will determine
the success or failure of major water-related projects are
explicitly taken into consideration during the development of
the hydroinformatics programme, and their achievements are
directly used in the educational process and in implemen-
tation of numerous research projects. Dozens of the trained
specialists have experienced that this programme is a very
challenging, while at the same time rewarding undertaking
that opens new horizons in their professional career.

Edited by: J. Seibert
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a b s t r a c t

An approach to generate river cross-sections from the Advanced Spaceborne Thermal Emission and
Reflection Radiometer Global Digital Elevation Model (ASTER GDEM) is discussed. The low resolution and
the inadequate vertical accuracy of such global data present difficulties in differentiating features of
hydraulic importance, which necessitate pre-processing of the DEMs before they are used. A vertical bias
correction carried out by comparison of elevation points with a high accuracy terrain model produces
a considerable improvement to the cross-sections obtained. In a situationwhere there are some flow/stage
measurements at either end of the river reach, an optimization routine combined with a conceptual flow
routingmethod canprovide an additional tool to identify the parameters of an equivalent river section. The
extracted cross-sections were used in a 1D river modeling tool HEC-RAS/GeoRAS to simulate flooding on
a part of the Tisza River, Hungary. Model results are encouraging and show good potential for using the
suggested method in the areas of topographic data scarcity.

� 2011 Elsevier Ltd. All rights reserved.

1. Introduction

A successful river flood model requires a sufficient representa-
tion of the river channel and floodplain geometries, with an accu-
rate description of the model parameters, to make it possible to
predict the flow magnitude and water levels along the reach
accurately. Software tools have been (and are being) developed and
updated to extract spatial features that are useful for hydraulic
models, from topographical data sources, both in GIS (Merwade
et al., 2008; Tesfa et al., 2011) and non-GIS environments
(Schwanghart and Kuhn, 2010). However, obtaining detailed
topographical data for every river basin under study is a difficult
task as the process involves an expensive and time consuming
survey campaign (ground or airborne) and a painstaking post-
processing of the survey data (Liu, 2008; Mandlburger et al.,
2009; Merwade et al., 2008). A number of studies have been
carried out that try to deal with topographical data scarcity in river
flood modeling. Most of them rely on the integration of GIS with
digital elevation models (DEM) obtained from remote sensing
satellites or other globally available data sets (Asante et al., 2008;
Herath et al., 2003; Merwade et al., 2005; Sanders, 2007); while

others try to use data assimilation techniques to identify
a (synthetic) cross-section that is hydraulically equivalent to the
real river geometry (Honnorat et al., 2006, 2009; Roux and Dartus,
2008). In addition to topographical data for flood propagation
modeling, satellite images provide the locations and types of
structures in the area of interest. This is useful for spatially
distributed flood damage quantification, particularly in urban areas
(Qi and Altinakar, 2011).

This study presents two approaches for the extraction of river
cross-sections from a freely available, satellite-based DEM. The first
method involves reading the dimensions of triangular cross-
sections from the DEM and applying vertical bias correction to
improve the constructed cross-sections. In the second method, an
optimization routine applied to conceptual flow routing equations
is used to identify the equivalent channel geometry parameters
from the observed flow and water levels for a given flood event.
With the obtained river cross-section data, flood simulation and
analysis was carried out on a part of the Tisza River Basin, Hungary,
using the HEC-RAS/GeoRAS modeling software package. The
following main tasks were carried out:

� Extracting river cross-sections from a satellite DEM, and
comparing the outputs from two hydraulic models, one using
surveyed data and the other with the satellite DEM;

� Correcting the vertical bias of these cross-sections;
� Identifying the equivalent (synthetic) cross-section using
parameters determined from the DEM and the optimization
routine;
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� Constructing the rating curve at the downstream end of the
river;

� Simulating the April 2006 flood and assessing the performance
of the methods.

The Advanced Spaceborne Thermal Emission and Reflection
Radiometer Global Digital Elevation Model (ASTER GDEM) was
downloaded from the website of NASA Land Processes Distributed
Archive Center (LP DAAC) as tiles of 1�-by-1�. The tiles were merged
together (mosaic) for the whole river stretch and processed using
GIS tools to convert them into Raster and Grid formats. The cross-
sections extraction was attempted both automatically using the
HECeGeoRAS tools andmanually. The automatic extraction brought
problems as it often resulted in unrealistic cross-sections. Due to
their lack of adequate horizontal resolution and poor vertical accu-
racy with respect to the accuracy required by river flood modeling
(Vaze et al., 2010), the topographic data obtained from these global
sources need correcting for vertical and horizontal biases (Hengl
et al., 2010; Pramanik et al., 2010). Elevation value differences
were calculated at a number of points along the river channel and
floodplain between the ASTER GDEM and a high resolution, high
vertical accuracy Digital Terrain Model (DTM) available for a limited
portion of the river reach. A simple vertical bias correction by
adjusting the cross-sections for the average error of these points
produced a considerable improvement in the model outputs.

Before trying to construct a synthetic cross-section, an appro-
priate hypothesis should be formulated about the relationship
between the hydraulic parameters and the geometric variables
(Roux and Dartus, 2008). The approach adopted here follows (Price,
2009a) who used the cross-section formulation given in (Knight,
2006) and combined it with a conceptual model for one dimen-
sional flow routing (Price, 2009b). This formulation defines the
channel bed width and depth, channel side slope, flow and storage
width for in-bank and out of bank areas which vary with the depth
of flow. The values for these parameters are to be obtained through
an optimization routine that minimizes the discrepancy between
simulated and reference hydrographs (stage or discharge) at the
downstream boundary.

Moreover, the methodology (for the construction of synthetic
cross-sections) requires a prescribed (at least, in-bank) rating curve
either at the upstream or downstream end of the river reach. When
there is an accurate in-bank rating curve, parameters to extend it
for flows exceeding bank-full discharge can be identified through
the optimization process. The work reported here involves a situa-
tionwhen it was assumed that there is no rating curve at either end
of the river. An approximate rating curve was constructed for the
downstream boundary using an approach outlined in (Fenton and
Keller, 2001). The work demonstrates the value of following
sound hydraulic principles to generate a rating curve in the pres-
ence of only limited gauged data.

2. Methodology

The flow chart in Fig. 1 outlines the steps followed to construct the river cross-
sections based on ASTER GDEM data and synthetic cross-sections by utilizing
optimization. Each block points to the relevant section in the paper where detailed
description is provided. ASTER GDEM products can be downloaded from the web-
sites supported by the Ministry of Economy, Trade and Industry (METI) of Japan
(http://www.gdem.aster.ersdac.or.jp/index.jsp) or the National Aeronautics and
Space Administration (NASA) (http://asterweb.jpl.nasa.gov/gdem-wist.asp). The
DEM is available in 1� �1� tiles, which can be combined in Arc-GIS environment. To
ensure obtaining a smooth terrain, the DEM can be processed in Arc-GIS to fill or
trim unrealistically too low or too high spot elevations.

The river scheme is formed in HECeGeoRAS by manually ‘digitizing’ the river
centerline, bank locations, flow directions, river cross-section locations, and other
features. HECeGeoRAS is a freely available add-on to ARC-GIS, which can be obtained
from the US Army Corps of Engineers- Hydrologic Engineering Center (http://www.
hec.usace.army.mil/software/hec-ras/hec-georas.html). The triangular cross-section

is formed by reading the elevations of five points along a river cross-section, while
for the synthetic cross-section the bottom elevations at the upstream and down-
stream ends of the reach are required, from which the slope of the channel is
calculated.

To undertake vertical bias correction for the triangular cross-section, a raster
map is producedwith values of elevation difference between a 3m-by-3mDEM and
ASTER GDEM. This map is then divided into three raster maps, one for the channel
area and one for each of the floodplains (left and right). The mean elevation
difference for each area is computed and used to adjust the elevations of the
triangular cross-sections. The configuration of the synthetic cross-section is deter-
mined by equations given in (Price, 2009a). The equations relate a number of
channel parameters with the geometry of the channel as a function of the flow
depth. The parameters are identified through optimization, which tries to minimize
the root mean square error between observed and simulated discharge or water
level at the downstream end of the reach. The parameter rangesmust be constrained
and the final values should be checked to verify that physically acceptable values of
the parameters are obtained from the optimization.

3. Model setup and data used

A 1D hydrodynamic model of the middle Tisza River system
consisting of the River Tisza spanning from Kisköre to Szeged, and
the rivers Zagyva and Hármas- Körös joining it near the cities
Szolnok and Csongrád respectively, was used as a starting model.
This river model (hereafter referred to as the ‘Bigger model’) was
obtained from theMiddle-Tisza District Environment and Water
Management (KÖTIKÖVIZIG), Hungary, through the FLOODsite
project (Bakonyi, 2009). The model was built using the HEC-RAS
software, and it consisted of 8 rivers with stretches of flood
defense embankments, flow obstruction structures, bridges and
culverts, and proposed flood detention areas. Detailed river cross-
sections at reasonable spacing are available in this model,
together with spatially distributed Manning roughness coefficients.

The values of the Manning roughness coefficients for the bigger
modelwere calibratedusing thefloodof spring2000. The calibration
procedure, which is described in detail in (Kovács et al., 2006), starts

Setup in HEC-RAS (4, 5, 6): 
- River geometry (Triangular/ Synthetic) 
- Boundary and initial conditions 
- Computational setting 

Vertical bias correction (5) 
- Overlay the 3by3m DEM over the 

ASTER GDEM 
- Error map (Map Algebra in 

ArcGIS 
- Group Error map into channel, 

left and right floodplain 
- Correct centerline elevation of the 

triangular cross-section with the 
mean vertical error 

Run model and 
analyze outputs (7)

Download ASTER GDEM from 
METI/ NASA website 

River schematization in HEC-GeoRAS (4) 
- Channel centerline 
- Bank location 
- Flow direction

Triangular cross-sections (4) 
- Read river cross-section 

elevations at selected points 
(center, bank locations, and at 
either end of floodplain) 

Synthetic cross-section (6) 
- Determine the shape of cross-

section; and setup the equations to 
be used (Price 2009a)  

- Set initial parameter values 
- Set (in-bank) rating curve 
- Prepare input data (which 

includes observed hydrograph to 
compute RMSE of the simulated 
hydrograph ) 

- Run optimization routine 
- Check (Inspect) cross-section 

parameters ( to verify they are 
physically meaningful) 

Fig. 1. Methodology (numbers in brackets indicate the section of this paper where the
specific task is explained).
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by dividing the river cross-sections into strips of uniform roughness
coefficients based on land cover classification obtained from aerial
photos and field surveys. Each land cover class was assigned a range
of roughness values which correspond to values suggested in liter-
ature, the Hungarian standard, and refined by the experience of the
modellers in applying the HEC-RAS model (Tóth and Kovács, 2007).
During the calibration runs, the roughness values for each stripwere
allowed to vary within the prescribed range, and comparisons were
made between model calculated water levels and time series of
hourly measured water levels at 50 gauge locations along the river.
The calculated maximum water levels were within 10 cm of the
observed ones (Kovács et al., 2006).

Model verification was carried out for the flood of spring 1999
(the same season as for the calibration, hence similar vegetation
condition expected). The maximum discrepancy between the
observed and simulated water levels during the verification was
24 cm which the authors reported to be within the expected error
range due to measurements. The model was then used to simulate
the flood of April 2006 to test the effectiveness of proposed
measures aimed at cutting the flood peak, such as relocation of
dykes and provision of flood detention basins. The full account of
the bigger model setup, calibration, verification, and its perfor-
mance in predicting the effect of the flood peak reduction measures
is reported in (Tóth and Kovács, 2007; and Kovács et al., 2006).
Some background information about flooding in Tisza river basin
can also be found in (Bálint and Tóth, 2006). Fig. 2 shows themap of
the study area with Szolnok e Csongrád reach of the Tisza River
overlaid on it, together with a 3 m-by-3 m DEM covering a shorter
span of the reach which was used for vertical bias correction
(discussed in Section 5).

For this particular study we focus only on the part of the Tisza
River that runs between the cities of Szolnok and Csongrád
(stations 335.600 and 244.000 in the bigger model). First a model
with all the information as in the bigger model was built (named
here as the ‘Reference model’). This is a single river e single reach
system with one planned storage area towards the downstream
end of the river stretch (Köröszug), two bridges at the upstream
section near the city of Szolnok (stations 335.564 and 331.460) and
one bridge downstream at station 267.624 Its length is 88.4 km, and
it has all the characteristics of the bigger model e the same
(spatially distributed) values of Manning coefficient, cross-sections
from surveyed data,. etc., except it only spans between the cities
of Szolnok and Csongrád.

Next, themodelswith river cross-sections extracted from limited
data are built for the Szolnoke Csongrád reach (we simply call them
‘the Szolnok e Csongrád test models’ as they are the focus of this
study). The purpose of the study is to combine techniques that can
help identify the river cross-sections from freely available satellite
maps and records of discharge or water level upstream and down-
stream of the river reach. Hence, apart from the locations and
dimensions of the bridges and the storage areas all other informa-
tion is assumed to be non-existent, and will be determined through
the use of the freely available data sources. The outputs from the
reference model are used as a benchmark to measure the perfor-
mance of the test models. To define the river geometry (alignment
and cross-sections) a satellite-based DEM (ASTER GDEM) is used
with the HECeGeoRAS tool in the ArcGIS 9.2 environment. In
addition a 3 m-by-3m resolution DTM for a shorter (30 km) span of
the river reach was obtained from KÖTIKÖVIZIG. The latter was
composed fromorthophotos and lowwater cross-section surveysby
ultrasonic depth measurements complemented by geodetic and
GPS surveys. This will be used for bias correction of the satellite
DEM. Two sets of tests were carried out. In the first test (Sections 4
and 5), a triangular cross-section is constructed from elevation
readings from the ASTERGDEM. The second test (Section 6) involves

identifying parameters of a conceptual (synthetic) cross-section
through optimization.

As mentioned earlier, the reference model has distributed
roughness coefficients, which vary both longitudinally (from one
river section to the other) as well as across a given cross-section.
However, owing to the assumption of limited data, single values of
Manning coefficient for the channel and floodplain are used in the
test models. Tóth and Kovács (2007; see in the cited document
Table 4, p. 31) show that the range of the main channel roughness
coefficient varies between 0.017 and 0.06. For the floodplain,
seven land use/land cover types are given, with the friction
coefficient values ranging from 0.02 for plough land to 0.2 for
forest with undergrowth. Inspection of the calibrated reference
model shows that the channel roughness coefficient predomi-
nantly lies in the range 0.025e0.036. For the overbank areas it
varies between 0.027 and 0.19, most of the values being close to
0.1. For the tests reported in this paper Manning roughness
coefficients of 0.034 and 0.097 are used for the main channel and
the overbank areas respectively. These values were approximated
as weighted averages of the spatially distributed values. To test
the degree of sensitivity of the model outputs to the use of lum-
ped roughness coefficients, the reference model was run with the
spatially averaged Manning coefficients instead of the distributed
values. The model outputs reported in section 7 (Results and
Discussions) show that the errors due to the use of ‘lumped’
roughness coefficient are not significant compared to the overall
model output errors.

The upstream boundary condition of the reference model was
set with flow hydrograph computed by the bigger model at station
335.600. For the downstream boundary condition, time series of
measuredwater levels available near Csongrádwas used. The initial
outputs from this (reference) model run give stable flow and stage
hydrographs for most part of the reach except for stations at and
near the downstream boundary where the flow hydrographs show
oscillations about the line of the moving average (Fig. 3 shows one
such hydrograph). An inaccurate choice of time/space steps and/or
inadequate river cross-section spacing might be the possible
reasons for the inaccuracies; therefore these two factors were
checked first. Ideally the time step would be set using the Courant
number criteria for stability with respect to the time/space steps.
However, because this might be too demanding, the HEC-RAS users’
manual (Brunner, 2008 pp 8e63) suggests choosing time steps that
fulfill the following condition:

Dt � Time for the rise of hydrograph=20

This condition was satisfied by the time step adopted in the
model. The river cross-section spacing was also within the rec-
ommended ranges (Brunner, 2008 pp. 8e60; Castellarin et al.,
2009; Samuels, 1990). Where the spacing was too wide, interpo-
lated cross-sections were used.

The use of flow hydrograph at station 335.600 and a rating curve
at station 244.000, both computed by the bigger HEC-RASmodel, as
the upstream and downstream boundary conditions respectively
give smooth results. The same rating curve was used as down-
stream boundary condition for the first test, i.e., the Szolnok e

Csongrád model with triangular cross-sections from the ASTER
GDEM. For the second test (involving synthetic cross-sections), an
approximate rating curve was constructed for the downstream
boundary as explained below.

By considering the flow theory for the various cross-section
geometries of a river and based on observations, Fenton and
Keller (2001) showed that in many cases the stage varies as
a function of the square root of discharge, and plot of the square
root of discharge versus stage would fall into an almost straight
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line. This can be used to generate the rating curve in the case of
limited data. Thus, to construct the rating curve at the downstream
boundary we start with the equation of the form:

Q ¼ aðH � HoÞe

Where Q and H are discharge and water level (stage) respectively,
a is constant and Ho is the zero-flowwater level, i.e., the y-intercept
of the stage-discharge rating curve. The coefficient e is assumed to
be equal to 2 or values close to 2; therefore developing the rating
curve primarily involves getting the values of a and Ho. The values
a ¼ 23.2 and Ho ¼ 76.1 m were obtained from the best fit into the

limited stage-discharge measurements available at the down-
stream section.

4. River geometrical data with HECeGeoRAS

HECeGeoRAS is a set of GIS tools used to prepare HEC-RAS
geometric input data and to process its outputs, such as preparing
flood maps based on the water surface profile calculations
(Ackerman, 2009). With the preprocessor tool of HECeGeoRAS,
terrain data (TIN or Grid) are used to digitize the river centerline,
banks, flow direction, and the start and end stations of a river reach.

Fig. 2. ASTER GDEM of the study area (a 3 m-by-3 m DEM is overlaid at the center).
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The positions of flow structures like bridges, culverts and embank-
ments, aswell as other flowobstruction structures are also specified
and, if a land use map is available, it can be processed to obtain the
friction coefficient distribution across a section. The cross-section
is digitized by using the stream lines and bank locations. These
GIS layers are then used to produce an import file for HEC-RAS
(a geometry file).

This is a quick and an easy approach for situations where the
flow is predominantly in a single direction and the flood depth is
the primary sought-after variable. The results however are likely to
depend on the type, quality and resolution of the terrain data. Tiles
from the ASTER GDEM are used here to prepare the input files for
the HEC-RAS model. During the process of preparing geometric
input files for HEC-RAS, river cross-sections are digitized by using
the stream lines and bank locations. For user-selected locations
along the stream, HECeGeoRAS will read the elevation values at
stations along a line defined as cross-section cut line. For the
considered case study, such an automated extraction of river cross-
sections proved to be not satisfactory (so of no practical use) as
unrealistic elevation values were obtained in many locations. This
might be because the satellite images read the water surface
elevations while elevations of important structures like embank-
ments are missed. Sometimes a cross-section where the centerline
elevation is higher than the river banks was obtained.

To get around this problem amanual extraction of the elevations
at each cross-section cut line was carried out after the DEM was
first processed with GIS to fill or trim unrealistically too low or too
high spot elevations. Elevation values at pixels were read, and the
number of cells between two points of elevation reading was used
to approximate the distance between them. To begin with a simple
cross-section shape, a triangular cross-section was first assumed.
This requires finding elevations at a minimum of 5 points: at the
stream centerline, at the bank stations, and on the boundary of the
floodplain either side of the river. When the pixel value appears to
be practically invalid, the nearest cell value is read and used. When
the whole cross-section that was obtained in this way became
unrealistic another cross-section was taken nearby.

A total of 38 cross-sections were defined this way (in the refer-
ence model there are 84 sections) and the rest were interpolated to
satisfy the requirements of cross-section spacing. The model simu-
lation was then carried out for the April 2006 flood, and the down-
stream hydrographs and the water surface profiles inside the river

cross-sections were compared with those of the reference model
outputs. Generally higher water levels were obtained compared to
the reference case, and the flow hydrograph exhibits some insta-
bilities which are likely caused by the inaccurate elevation data.

5. Vertical bias correction

Generally the cross-sections obtained from the ASTER GDEM are
shallower (in depth) and the resulting water surface elevations are
higher than the one in the reference model. To characterize the
possible vertical bias of the DEM, elevation value differences
between the 3 m-by-3 m resolution DEM which is available for the
middle portion of the river reach and the ASTER GDEM were
computed. Then the mean errors were determined for the channel
and the left and right overbank areas separately. The assumption
here is that the average computed topographical error for this
30 km stretch can be representative for the whole reach. This is not
an unrealistic assumption considering the size of the river stretch
compared to the satellite image swath covered in a single flight.

Fig. 4 shows the raster map of the computed elevation differ-
ences. Some of the statistical descriptors of the vertical errors are
summarized in Table 1, and the vertical error distribution for the
channel is plotted in Fig. 5. The ASTER GDEM elevations at the
channel are, on average, 8.2 m higher than the reference elevations.
ASTER GDEM Validation Team (2009; see in the cited document
Table 9, pp 13 e 15) provides vertical errors of the ASTER GDEM
analyzed for selected areas around the globe. The study shows that
for the geographic location 48�N 13�E the ASTER GDEM is 7.48 m
lower than a reference DTM (DTMGermany) and for the geographic
location 40�N 23�E the ASTER GDEM elevations are 8.51 lower than
SRTM elevations used as reference. These are two of the closest
geographical areas to the Tisza River considered in the validation
study. One possible explanation for the difference between the
vertical bias calculated above and theones reported in the validation
report can be the land cover. The validation report suggests that,
while the ASTERGDEM elevations are lower than the true/reference
elevations in general, they are likely to be higher in areas covered
with forest because the canopy heights rather than bare earth
elevations are captured.

The river cross-sections obtained from the GDEM were cor-
rected by accounting for the vertical bias calculated above, and
model simulations were carried out using the corrected river cross-
sections. An attempt to incorporate a horizontal bias correction by
using the GIS streamdelineation featureswas not successful here as
the streams obtained from the GDEM were not clear enough to
compare with the streams obtained from the higher resolution
DEM. However the location of the river alignment might have
appreciable uncertainty (Hengl et al., 2010); hence, making hori-
zontal bias correction in the future might help in further refining
the model outputs.

6. Identification of synthetic cross-sections through
optimization

The cross-sections that were extracted from satellite DEM in the
previous section all have triangular shapes. In the second test
optimization methods were used to find the river cross-section
shapes. Due to the nature of the 1D flood routing models,
synthetic/standard cross-sections might replace true/real cross-
sections while preserving sufficient description of the channel
hydraulic characteristics (Roux and Dartus, 2004). The synthetic
cross-sections can be identified by starting with some random
shape and progressively refining it, employing certain data assim-
ilation techniques. The success of such an approach may depend on
the type of flow routing method used, for example when the

Fig. 3. Flow and stage hydrographs at station 244 for the reference model with
observed water level as downstream boundary condition (Flow hydrograph has
oscillations; part of it is magnified in the smaller graph).
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routing method requires only the gross area of flow rather than the
definite shape of the cross-section.

A method of identifying river cross-section for a 1D flood
routing making use of recorded flows and/or stages as proposed by

(Price, 2009a) was tested here for the model of the Szolnok-
Csongrád reach of Tisza River (See also Knight, 2006; Price, 2009b).
The method requires determination of the channel depth (Ych),
channel semi bed width (Bb), channel side slope (Ss), semi storage
width for in-bank flow (Bch), semi storage width for out of bank
flow (Bfl), and dimensionless numbers (coefficients) k1, k2, k3, k4.
Equations are formulated in terms of these geometric variables and
coefficients to define curves that determine the active flow (semi
flow width Bf) and the semi storage width (Bs) as a function of the
depth of water. The discharge and water levels at the upstream and
downstream ends of the reach are related through in-bank rating
curves, which are extended by the optimization routine for flows

Fig. 4. Raster map showing the elevation difference between 3 m-by-3 m DEM and ASTER GDEM for part of the study area where the 3 m DEM is available.

Table 1
Basic statistical descriptors of vertical error.

Channel Left overbank Right overbank

Mean (m) �8.2 �2.5 0.7
Minimum (m) 5.0 �24.0 �27.0
Maximum (m) �27.0 8.0 7.0
Standard deviation (m) 8.0 5.0 3.7
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beyond bank-full discharge. Fig. 6 shows the schematization of the
synthetic cross-section. For detailed description of the cross-
section formulation and the equations used see (Price, 2009a).

For a given reach and flood event these parameters can be
determined by optimization routine using the available discharge/
stage measurements during the event, together with a limited
amount of information on the river reach. A total of thirteen
parameters of optimization resulted, which include nine parame-
ters for the channel and floodplain dimensions listed above plus
four parameters for the extension of the in-bank rating curves for
above-bank flows. The root mean square error of the predicted
downstream discharge is selected as the objective function for the
optimization. Two optimization algorithms, the Controlled Random
Search CRS2 (Price, 1983) and the Adaptive Cluster Covering with
local search ACCOL (Solomatine, 1999) were used in the Global
Optimization Tool GLOBE (Solomatine, 1995; http://www.data-
machine.nl/). There was no marked difference between the
performances of the two algorithms.

After the cross-sections were plotted for the upstream and
downstream ends of the Szolnok-Csongrád reach, the intermediate
sections were obtained by interpolation. Two challenges are faced
during this process: first, in the parameterization followed here, the
storage width (which corresponds to the ineffective flow area
width in HEC-RAS) varies with the depth of flow. As there is no way
to enter varying storage area width into the HEC-RAS model, the
value estimated for the maximum flood level was used. The second
challenge is related to the range of values the parameters involved
in the optimization can assume; i.e., there is no single/unique value
a given parameter should take, and there is also a possibility that
the optimization might result in values that do not represent the
true cross-section. Therefore adequate physical constraints should
be placed on the parameter ranges to avoid too long optimization
run time and to prevent reaching at unrealistic values.

Since the primary concern here is to determine the channel
dimensions that are below the water surface (i.e., the ones that
cannot be picked up by the DEM), the channel and floodplain
geometries which can be obtained from the freely available DEM
with a relatively good accuracy were directly used. These include
the total width of the floodplain and the location of channel banks
(hence the channel top width). These two variables are not in the
optimization parameter list; however they are used to define the
limits of semi flow width (Bf) and semi storage width (Bs), hence
constraining the channel extents. Constraining the channel extent
this way would speed up optimization and it helps to obtain real-
istic values. The parameters identified by the optimization and the
value of the objective function RMSE (root mean square error
between observed and simulated discharge hydrographs at the
downstream boundary) are reported in Table 2.

7. Results and discussions

Themodel outputs are presented in Fig. 7 through 10. Figs. 7 and
8 show that the downstream flow and stage hydrographs are
reasonably well predicted by both test models. The simulations
initially over-predict the hydrographs (both flow and stage), but
they come closer to the referencemodel outputs when approaching
the peak. The simulated peak discharges are very close to the cor-
responding value for the reference model. The peak water level
from the model with synthetic cross-section is 13 cm less than the
reference peak water level, while the model with triangular cross-
section predicts a value 10 cm higher than the reference. These are

Fig. 6. Half channel for the synthetic cross-section (Adapted from Price, 2009a).

Table 2
Parameter values for synthetic cross-section obtained by optimization.

Optimization parameters Unit Value

Channel depth (Ych) m 13.0
Channel semi bed width (Bb) m 10.0
Channel side slope (Ss) 2.6
Semi storage width for in-bank flow (Bch) m 203.2
Semi storage width for out of bank flow (Bfl) m 3829.8
In-bank storage width index (k1) 0.98
Above-bank storage width index (k2) 0.70
Above-bank flow width index (k3) 0.52
Above-bank storage width factor (k4) 0.50
Above-bank rating curve index upstream (bab,up) 7.57
Above-bank rating curve control depth upstream (yab,up) m 0.38
Above-bank rating curve index downstream (bab,dn) 10.0
Above-bank rating curve control depth downstream (yab,dn) m 0.16
Objective function (RMSE) 0.1735

Fig. 7. Flow hydrographs at station 244.000 (downstream end).

Fig. 5. Vertical error distribution plot for the channel.

T.Z. Gichamo et al. / Environmental Modelling & Software 31 (2012) 37e46 43



acceptable deviations considering the maximum stage errors
during the calibration and verification of the bigger model (10 and
24 cm respectively).

Figs. 9 and 10 evaluate model performance at a station away
from the downstream boundary. The simulated flow hydrographs
at station 292 (midway between the upstream and downstream
boundary) show good agreement with the reference model output
and they perfectly capture the peak (Fig. 9). The stages, however, do
not follow the same trend. As can be seen from the profile plots in
Fig. 10, the simulated maximum water levels deviate from the
reference maximum water level away from the downstream
boundary. At the point of maximum error, the deviations reach
about 130 cm, where themodel with synthetic cross-section under-
predicts the water surface profile while the model with triangular
cross-section over-predicts it.

Fig.10 also shows the bed elevation along the channel centerline
for the reference and synthetic cross-sections. By the nature of its
definition, a reach with synthetic cross-section has a continuous
slope while the real channel bed is irregular with dips and bumps.
Another important factor worth considering is the definition of
storage (ineffective flow areas) in the synthetic cross-section. The
optimization routine (Price, 2009a) defines storage (ineffective
flow area) that varies with the depth of flow. However once the
optimized cross-section is brought into HEC-RAS, a constant

ineffective flow area was used (because it is not possible to define
varying ineffective flow areas in HEC-RAS). These factors might
contribute to the difference in outputs between the reference
model and the one with the synthetic cross-sections. Generally it
appears reasonable to advise that when using the synthetic cross-
sections one should strictly follow all the assumptions and
requirements set out in its formulation, rather than, for instance,
trying to use it with a model (HEC-RAS) that was not part of the
optimization, as was attempted here.

The over-estimation of water levels by the model with trian-
gular cross-sections is likely caused by elevation errors that are still
remaining after vertical bias correction. Pramanik et al. (2010) show
that the vertical error of a satellite DEM at a point can be a function
of its elevation value. The errors can also be related to the rate of
elevation change or relief (ASTER GDEM Validation Team, 2009).
Hence undertaking the bias correction by grouping the study area
based on elevation ranges, relief, and other factors like land cover
types may result in better simulation outputs. In the absence of
accurate topographical data (like the 3 m-by-3 m DTM used in this
study or other landmark elevation spots), the vertical error esti-
mates provided by the validation study might be used for prelim-
inary vertical bias correction, but care should be exercised to
account for the other important factors mentioned above.

Fig. 8. Stage hydrographs at station 244.000 (downstream end).

Fig. 9. Flow hydrographs at station 292 (mid way along the reach).

Fig. 10. Profile plot showing the maximum water levels along the river channel (The
horizontal axis starts at the downstream end).

Fig. 11. Flow hydrographs of reference model at station 292 with distributed and
lumped Manning coefficients.
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Figs. 11 and 12 compare the reference model outputs at station
292 with distributed and lumped Manning coefficients. The flow
hydrographs are essentially the samewhile the stage hydrograph is
lower when the averaged Manning coefficients are used. The
difference is less than 10 cm at all points on the stage hydrograph,
which implies the influence of using lumped friction values in this
study is insignificant when compared to the overall model output
errors. It is also interesting to note that the water level is more
sensitive to the use of spatially averaged Manning coefficient than
the discharge, which is consistent with the results in Figs. 8e10 (i.e.,
stage errors are larger than discharge errors). It is difficult to argue
that the results suggest the model outputs are insensitive to the use
of average Manning coefficients. Rather they likely indicate that the
influence can be masked by other factors, in this case the error in
the geometry of the river section.

The methods presented herein have some limitations that need
attention. The first is that simplified flow routing equations are
used in the optimization routine. Such approximate methods based
on the advection-diffusion equations may give incorrect results
when the river reach is on a gentle slope (Cunge, 1969; Also see the
argument in Fenton, 2010). This problemwould be solved when the
optimization is coupled with solutions of the full hydrodynamic
equations (a possible extension of this work). The other challenge is
related to the approximate rating curve estimated using the avail-
able records of water level and flow at the downstream end. Ideally,
the rating curve should be constructed using long historical records
of flows/stagesd not just a single flooding eventd before it can be
used for future flood predictions. And finally, the tests carried out in
this studywere carried outmanually, i.e., taking approximate cross-
sections from the satellite DEMs, using visual inspection to drop
those unrealistic values, determining the parameters of the river
cross-section, and running the conceptual model for the various
sets of geometric parameters,.etc. Translating the whole process
into a semi-automatic algorithm might make the methodology
more effective when used in similar situations.

8. Conclusions

Two approaches for the extraction of river cross-sections from
freely available satellite DEM (the ASTER GDEM) for flood routing
were discussed. The methods are useful where accurate river cross-
sections and detailed floodplain information from surveying or
high resolution aerial images are not available. In the first test, the

dimensions of triangular cross-sections were determined from
the DEM, whichwere subsequently corrected for vertical bias based
on elevation error computation between the ASTER GDEM and
a 3 m-by-3 m DEM along the river channel and in the floodplain.
The vertical bias correctionwas a very important component of the
methodology followed, even though elevation comparisons were
done only for a limited part of the river reach where a high reso-
lution/high accuracy DEM was available.

The second method uses an optimization routine that requires
discharge and/or water level measurements at the downstream
boundary together with an in-bank rating curve at either upstream
or downstream (or both) of the river reach. The rating curve was
also assumed to be non-existent here, and it was constructed using
an approach based on flow theory together with the limited
information at the downstream end. To speed up the identification
of optimization parameters and to provide better physical
constraints, the optimization is complemented by the direct use of
the channel and floodplain dimensions which can be determined
from the DEM relatively accurately. The approaches presented have
limitations, and they are not a substitute for the use of accurate
topographical data when available; however they can provide
a valuable tool for river flood routing in areas with lack of sufficient
topographical and flow data.
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Abstract 
 
To better monitor the progression of a major flood and its likely impact on people and properties, Romanian Water Boards are in 
need to build sophisticated Flood Emergency Decision Support Systems (DSS). The aim of such a DSS is to integrate the 
hydrologic, hydraulic and GIS flood maps, assessed over the last 10 years and extract and present vital flood emergency decision 
making information during an actual event. This paper outlines the DSS strategy and shows how the DSS should extract and 
display all the various components of information to various groups, which are required to respond to a flood emergency event in 
the Timis Bega catchment. Example is given of a framework of a collaborative project between Romania and the Netherlands, 
where a demonstrator of a flood forecasting system was developed, which can support operational water management under 
extreme conditions when actions have to be taken quickly. 
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1. Introduction 
 

1.1. Background 
 
Floods remain one of the most frequent and 

devastating natural hazards worldwide. Though 
nowadays forecasting and warning systems 
significantly contribute to the reduction of losses, 
further prevention and avoidance of losses remains 
considerable, if looking at the potential given by the 
technological advances (Balica et al, 2013; Barredo, 
2007; Jonoski et al, 2012b; Popescu et al, 2012a). 

Flood modeling helps to understand flood 
generation and identification of the potential areas to 
be inundated, thus allowing for damage reduction 
and allowing to early warning communities 
downstream, which will be affected, especially in 
floodplains (Stewart and al., 1999; Teodosiu et al., 
2009; Van et al, 2012). Moreover, modeling can be 

used to evaluate various flood mitigating measures in 
order to determine which alternative will be 
economically and environmentally feasible given the 
prevailing conditions (Jonoski and Popescu, 2011; 
Knight and Assad, 2007; Palomino Cuya et al., 2013; 
Popescu et al, 2012c). 

Romanian Waters (The National Agency 
responsible for overall water resources management) 
is responsible for managing the surface and ground 
water resources on the Romanian territory, in 
accordance with both national and EU regulations, 
regarding water resources management and the 
preservation of aquatic ecosystems and water areas 
(Popescu et al, 2012b; Souter et al., 2009). 

Flood is one of the main issues to be 
addressed by Romanian authorities. Their current 
flood forecasting and warning system is based on 
empirical models, which show relationships of the 
flow at a downstream point to that at the upstream 
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station (Gichamo et al, 2012; Hartanto et al, 2011; 
Marsalek et al., 2006; Zoccatelli et al., 2010).  For 
example in case of managing a flood event from 
Banat region (in Romania) in the year 2005, there 
were three significant time periods with high 
rainfalls, with warnings provided in advance, still 
flooding and consequently damages occurred, which 
proved that Romanian Waters need better models in 
order to better manage flooding crisis situations 
(Popescu et al., 2010; Quinn et al, 2010). 

In order to show the potential of using new 
technologies, for flood prevention, a demonstrator of 
a flood forecasting system was developed for the 
Timis and Bega river catchments, in Banat region in 
Romania, within a framework of a collaborative 
project between Romania and the Netherlands. The 
developed demonstrator can support operational 
water management under extreme conditions when 
actions have to be taken quickly. Timis and Bega 
rivers were considered jointly, because of the way the 
existing hydraulic structures are operated to transfer 
water between them, which makes their 
hydrodynamic unseparable. The Timis - Bega basin 
discharges water in Serbia beyond Romanian 
borders. Bilateral agreements between the two 
countries specify the discharge and water quality 
conditions downstream of the border (Stanescu and 
Drobot, 2005). 

The present paper describes the flood decision 
support demonstrator build within the Dutch-
Romanian project, and shows how such a system can 
be used for operational flood management in 
Romanian context. Initially the catchment selected 
for demonstration is described along with its past 
flood problems, followed by a description of the 
architecture of the implemented decision support 
system. The functionality of the demonstrator is 
presented in the end of the paper, along with 
suggestions on how be extended to prediction of dike  

bursts which will enable taking of proper and timely 
preventive and mitigation measures (Popescu et al., 
2010). 

 
1.2. Basin selection and description  

 
One of the most flood vulnerable regions in 

Romania is in the west part of the country.  Many 
rivers in this region are of trans-boundary nature, 
having their basins in either Romania and Serbia, or, 
Romania and Hungary. Any event occurring on these 
rivers is advected and affects the downstream 
country. A typical example is the Timis River, which 
in recent past caused severe flooding in Romania and 
Serbia. The flood propagation was quicker than in the 
past and caused severe flood damages, due to the 
dikes, which have been constructed along the river 
for flood protection.  

The Timis Bega basin is located in South-
West of Romania in Banat province, between 44°30’ 
and 46° latitude, and 20°20’ and 22°40’ longitude. 
The climate of the region is temperate continental 
with influences from the Mediterranean basin and 
under the Carpathian Mountains protection, east and 
north, which diminish the climate influence of 
Eastern Europe. In Fig. 1 the basin of the two rivers 
is depicted. 

River Bega starts in the northern part of Banat 
area, the at the junction headwaters of Bega 
Luncanilor and Bega Poieni. After starting of to the 
north, the river bends to the west at Coşava, finally 
entering the low Banat plains. Since this is the area 
that was frequently flooded in the past, the Bega 
canal was constructed with a length of 114 km, 
parallel to and existing canal (Bega Veche – 97 km). 
These two canals are connected again, downstream, 
on the Serbian territory. The Bega canal runs through 
the city of Timişoara and continues to the South-
West. It has a draining area of 2,878 km². 

 
 

 
Fig. 1. Timis- Bega catchment 
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The Timiş River is 359 km long, rising in the 

Semenic Mountains (southern Carpathian Moun-
tains) Caraş-Severin County, Romania. It flows 
through the Banat region and flows into the Danube 
in Northern Serbia. The drainage area covers 13,085 
km² (in Romania 8,085 km², in Serbia 5,000 km²). 
After entering Banat, the river becomes slow and 
meandering, causing floods in rainy years (Popescu 
et al., 2010).  

Due to recurring floods in the area, technical 
measures for relieving the lowlands have already 
been initiated 250 years ago, when flood regulation 
has been achieved by correcting the path of some 
water courses; dykes construction; construction of 
several permanent and non-permanent reservoirs on 
the watercourses or laterally; drainage of swamps; 
development of a drainage canals network, together 
with pumping stations. The most important measure 
was the establishment of double canal connection 
between Timis and Bega Rivers that allow 
gravitational flow diversion from one river into the 
other, depending on the flow conditions. Under 
normal flow conditions water flowing form Timis to 
Bega ensures minimum water supply for the city of 
Timişoara, while under highwater conditions on 
Bega, water is diverted from Bega to Timis ensuring 
flood protection of Timişoara.  

Inspite of all these efforts, in the last century, 
various major flooding events have been recorded in 
the Timis-Bega catchment. These events were caused 
by dike overtopping and breaching and have been of 
a catastrophic nature. The recorded floods were in 
1912 and 1966, at Lugoj city (the second largest city 
in the area) and in 2000 and 2005 at Grăniceri 
station, close to the border between Romania and 
Serbia. In 2005 there were three dyke failures; one 
along Timis, and  two breaches along Bega, upstream 
of Timişoara (the largest city in the area), that 
resulted in the flood of about 25,000 ha spilling a 
water volume of about 300 - 350 million m3 which 
led to severe damages (Moya Quiroga et al, 2013). 

As such the flood mitigation measures proved 
not to be able to control and manage floods 
sufficiently. 

 
2. Design of a flood decision support systems 
(DSS) 

 
To better monitor the progression of a major 

flood and its likely impact on people and properties, 
the Banat Water Boards needs to concentrate in 
building a Flood Management Decision Support 
System (DSS) for floods emergencies in the area.  It 
is anticipated that the DSS will help Romanian Water 
Boards to better understand the behaviour of floods 
and their impacts on community, and most 
importantly, to provide the authorities with the 
proper tools to take action and/or plan in case of 
flood events (Dinh et al, 2012).   

The main objective of a flood management 
DSS for the Romanian Water Boards would be to 

extract and present vital flood emergency decision 
making information during an actual flood event. 
This can be done by generating a flood surface for an 
actual event by interpolating from a library of pre-
computed surfaces, or by running a flood model in 
real time using the predicted hydrograph for the 
event and converting the results (Blackburn, 2002).   

In essence the main aim of a DSS is to 
integrate the hydrologic and hydraulic data and 
models, of past year events, and map them using GIS 
tools. This does not only require extended knowledge 
on ICT and software development, but also attention 
is required for the quality of modeling and the users’ 
demands concerning presentation and 
communication of model results. This is a very 
important aspect to be addressed while developing a 
DSS, because it ensures the use of the system by 
users (Jonoski and Popescu, 2004, Popescu et al, 
2012b).  

Most of DSSs consist of a three-layer system, 
as presented in Fig. 2, a presentation layer along with 
a calculation and data layer.  The presentation offers 
the information in form of reports (tables, graphs, 
maps, texts), while the calculation layer uses data for 
preprocessing, calculatins, after-processing and 
saving model results in the data layer. The data layer 
represents a collection of relevant data and 
information, useful for the good functionality of the 
other two layers. 

The three layers function independently of 
each other, which makes it possible to add 
functionality to each layer without significantly 
influencing the other layers. They can function on 
separate computer systems, and therefore 
management and use can be distributed (multi-
computer / multi-user systems), while the layers 
continue communicating to each other (Popescu et 
al., 2010). 

 

 
 

Fig. 2. Typical Decision Support Structure 
 
Presentation layer visualizes data from a 

database of the data layer, comming from both model 
calculations as well as from on site measurements. In 
general the elements of a water system have spatial 
characteristics; therefore a geo-graphically oriented 
user interface should normally used for the 
presentation layer.  

The main elements of a water system, such as 
rivers and canals, as well as other topographical 
features like roads and/or cities can be represented in 
a map.  
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Fig. 3. Example of a generated graph of measured and forecasted water level 
 

 
 

Fig. 4. The architecture of the designed Romanian flood DSS 
 

 
All calculations of models (hydrological and 

hydraulic) are done in the calculation layer and than 
sent to the data layer.  

The same map where the elements of the water 
system were represented can be further on used to 
present modelling results, coming from the 
calculation layer. These results are in form of   
current and forecasted water levels, discharges in 
river reaches, and sub-catchments hydrographs, using 
colored symbols in the map. 

The presentation layer can use desktop GIS 
software like ArcGIS or a web-interface. Desktop 
GIS software has the advantage of being flexible and 
has more features, but is in general used by a limited 
group of users, while a web-interface can be used by 
a large group of users, however with fewer features 
and less flexibility (Rabuffetti, 2005; van der Berg 
and Popescu, 2005).  

In the case of a flood management DSS the 
calculation layer is the place where the hydrological 
and hydrodynamic models are running. These models 
will calculate the behaviour of a water system, based 
on measured and forecasted precipitation, evaporation 
measured, water levels or discharges in the rivers and 

canals. Fig. 3 shows and example of a graph in which 
measured and forecasted water levels are presented in 
a presentation layer, based on the feedback coming 
from the calculation layer. 
 
3. Flood management DSS for Timis-Bega 

 
The Dutch-Romanian project had as aim the 

development of a demonstrator Decision Support 
System for the Timis-Bega basin. Because of the high 
stakes involved concerning water management during 
a crisis, it is important that a forecast of the emerging 
situation occurs in a structured and reproducible 
manner. Preparedness for an actual emergency 
involves all of the aspects of the hazard reduction, it 
concerns all the preparations made in anticipation of 
an actual operational event (Jonoski et al., 2012a).  

The architecture of the Romanian flood 
management DSS (shown in Fig. 4) follows the basic 
principles of the DSS design presented above. A web 
interface was used, which offered the possibility to 
open graphs with model results, reports or tables.  

The developed DSS is a flood forecasting 
system demonstrator, which can support operational 
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water management under extreme conditions when 
rapid action has to be taken. The demonstrator has 
two components:  
- an on-line component consisting of a simple 

rainfall-runoff model, developed with the USACE 
HEC-HMS modelling system (a hydrological 
model), focusing on the on-line integration of this 
component with meteorological and hydrological 
data, which can be used for the short term 
operational DSS (real-time flood forecasting); and  

- an off-line component, focusing on integrated 
flood modeling for long term analysis and design 
of flood mitigation alternatives, which is used for 
planning. The off-line component consisted of 
combining the HEC-HMS model for the on-line 
component with a 1D hydrodynamic model 
developed with HEC-RAS and a SOBEK 1D-2D 
model for flood inundation modelling.  

In the modelling approach the Timis and Bega 
rivers were considered jointly, since their joint 
hydrodynamic response are conditioned by the 
operation of existing hydraulic structures used for 
water transfer between the two rivers. 

As part of the on-line DSS component a 
hydrological model has been build for the Timis –
Bega system. The model is used to forecast water 
levels and discharges in identified critical points of 
the basin. The hydrological model of the Timis- Bega 
catchement was built using the HEC-HMS modelling 
system, by discretising it in 20 sub-basins based on 
their common physical characteristics. The water is 
routed from upstream to downstream via the other 
components of the system such as junctions and 
reaches. HEC Geo-HMS which uses ArcView GIS 
extension was used to delineate the sub catchments 
from an available 30x30 m2 digital elevation.  

In the data layer of the DSS, measured 
discharges and precipitation, originating from the 
hydraulic / meteorological measurement stations are 
stored. These data form the dynamic input data that 
feed the on-line HEC-HMS model. The workflow of 
processing and publication of the on-line model is 
shown in Fig. 5. 

In order to disseminate the results of the on-
line model the DSS demonstrator has a web interface, 
which offers the possibility to open graphs with 
model results, reports or tables. The DSS 
demonstrator presents forecasted discharges for Timis 
and Bega rivers obtained from the developed HEC-
HMS model. The webbased part of the DSS-
demonstrator makes it possible to view the results on 
any computer with an internet connection. The 
webpage is secured with a password.  

The pages that are part of the main Timis – 
Bega DSS are the following: 
- main page, which shows the forecasted situation, in 
the  river  basin in a  map using  colored  dots (where 
green means a normal situation is forecasted, yellow 
is critical and red is an alarm situation) (Fig. 6);  
- page about Romanian Waters (“Apele Romane”);  
- page with background information on the DSS;  
- page with precipitation information;  

- page with computed discharges and water levels 
(Fig. 7); 
- page with links. 

 

 
 

Fig. 5. Processing and publishing data of the on-line 
component of the DSS 

 
The integrated model used in the off-line 

analysis of the system is based on a sequential 
combination of hydrological and hydrodynamic 
models. The integrated model starts with the already 
developed HEC- HMS hydrological model, integrated 
with a one-dimensional hydraulic model of the major 
rivers in the catchement. The hydraulic model uses 
the generated hydrographs from the HEC-HMS 
hydrologic model. The third used model is a 
refinement of the one dimensional model by 
integrating the 1D-2D SOBEK model for modelling 
river-floodplain interactions. The whole suite of 
models used comprised of HEC-HMS (0D), HEC-
RAS (1D) and a 1D-2D SOBEK. All the models were 
calibrated and checked for sensitivity.  

The rainfall runoff model HEC–HMS was 
used in the whole catchment and, the 1D hydraulic 
model HEC-RAS was used in the main channel 
starting at the gauging stations at Balint and Lugoj for 
the Bega and Timis rivers respectively and up to their 
outlets. The SOBEK 1D-2D was used for the 
floodplain starting at the gauging stations for 
Remetea and Brod.  

The hydrograph obtained from the rainfall 
runoff model was fed into the hydraulic model HEC-
RAS that computed the water surface elevations. This 
computed discharge hydrographs, of the HEC-RAS 
model were used as input into the SOBEK1D-2D 
model that simulated the floodplain inundation. 

The main purpose of the off-line model was to 
test different mittigation alternatives, an exercise 
which can be done during long term planning of the 
flood management in the area. 

 
4. Conclusions 

 
In on-line situations flood modelling is central 

in forecasting and warning because it can help to 
better understand flood generation and identify the 
potential areas to be inundated. This allows early and 
on-time warning of the downstream communities 
located in the floodplains, which will be affected by 
the flood. 
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Fig. 6. Forecasted water level and their alarm levels in critical points in the basin 
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Fig. 7. Computed and foracasted water levels 
 

In off-line situations flood modelling enables 
long-term planning for flood damage reduction, by 
determining which alternative is environmentally and 
economically feasible, given the prevailing 
conditions.  

The requirements of on-line and off-line 
models are different. The on-line models, for flood 
forecasting, require fast and accurate simulation of 
discharge peaks for a known water system, while off-
line models need to provide a physically-based 
reliable simulation of the water system behaviour for 
a wide range of conditions and for changes in the 
modelled water system itself, to allow design and 
analysis of structural flood management measures.  

The DSS demonstrator developed in this study 
shows the potential for using such systems by 
Romanian authorities in their operational 
management of floods. The system can be further 
improved to present design and historic flood results 
integrated with property, infrastructure and 
community data and thus assist in the preparation of 
emergency disaster plans. This is an efficient way to 
demonstrate the possibilities of implementation of a 
model, with the aim of helping decision makers to 
understand flood propagation and take the appropriate 
mitigation measures in case of a flooding event. In 
Romania these models could be of great help to the 
Romanian authorities. 
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Abstract The aim of this paper is to develop a methodology based on coupled
simulation-optimization approach for determining filling rules for the proposed
Mandaya Reservoir in Ethiopia with minimum impact on hydropower generation
downstream at Roseires Reservoir in Sudan, and ensuring power generation at
Mandaya Reservoir in Ethiopia. The Multi-Objective Optimization (MOO) approach
for reservoir optimization presented in this paper is a combination of simulation and
optimization models, which can assist decision making in water resource planning and
management (WRPM). The combined system of reservoirs is set in MIKE BASIN
Simulation model, which is then used for simulation of a limited set of feasible filling
rules of the Mandaya reservoir according to the current storage level, the inflow, and
the time of the year. The same simulation model is then coupled with Multi-Objective
optimization Non-dominated Sorting Genetic Algorithm (NSGA-II), which is adopted
for determining optimial filling rules of the Mandaya Reservoir. The optimization puts
focus on maximization of hydropower generation in both the Mandaya and the
Roseires Reservoirs. The results demonstrate that optimal release- (and correspond-
ingly filling-) rules for Mandaya Reservoir which maximize the hydropower
generation in both Mandaya and Roseires reservoirs can be found. These rules are
determined along the Pareto frontier obtained by the optimization algorithm, which
can serve as a decision support tool for choosing the actual filling rule. The results
also showed that the NSGA- II is an efficient and powerful tool that could assist
decision makers for solving optimization problems in complex water resource systems.
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1 Introduction

Trans-boundary Rivers can bring cooperation or conflict. The choice between the two will
in large part be determined by perceptions of their relative benefits or losses. Hydropower
and irrigation are usually associated with these international rivers disputes. The attention
and arguments between the upstream country Ethiopia and the downstream countries Sudan
and Egypt, on the Nile River is one obvious example.

With construction of a new Mandaya hydropower dam and other proposed dams on the
Blue Nile, in Ethiopia, attention must be given for optimizing the operation of those new
dams and improving the operational efficiency of the existing reservoir systems for
maximizing the beneficial uses of these reservoirs.

Quite many approaches exist to solve optimization problems in general. These
approaches depend on the character of the objective function, the decision variables and
the constraints. Each approach also has a different solution algorithm. If the objective
function is known analytically, five main approaches are in common use: Linear
Programming, Integer Programming, Dynamic Programming, Non Linear Programming
and Stochastic Programming.

Reservoir operation systems analysis techniques have been reported in literature in a
large number of publications during the past several decades. It has been viewed as an area
of water resource planning and management having particularly high potential for
beneficial application of optimization models.

Since most of the optimization problems in engineering and water resources are non
linear, have multiple extreme values (local minima or maxima) and may not be known
analytically (so that gradients cannot be calculated), new techniques and approaches of
adaptive heuristic methods have been developed (Baretto et al. 2006). Recently these
methods are used coupled with simulation models, when the objective function is not
known analytically, and its values are provided by running given simulation model, which
is included within the optimization loop. These recent optimization methods are mainly
inspired by certain principles of nature, such as the evolutionary principle for example,
which is the basic idea for the class of Evolutionary optimization methods.

1.1 Mathematical Models

The literature related to mathematical models, in general, and its application on reservoir
operations, in particular, is extensive. Water related mathematical modelling, as well as the
programming associated with the implementation of these models, is covered by numerous
operations research and mathematics books, as well as by water resources system analysis
textbooks such as Loucks, et al. (1981) and Mays and Tung (1992).

In case of reservoir operation models, a comprehensive in depth state-of-the-art review
with strong emphasis on optimization techniques is presented by Yeh (1981). The article
reviews optimization models applied to reservoir operation and management that involved
traditional methods such as; linear programming (LP), non-linear programming (NLP), and
dynamic programming (DP). In Needham et al. (2000), while solving a flood control
problem on Iowa and DeMoines rivers, using linear programming, emphasizes that the
curse of dimensionality is a significant obstacle for solving optimization problems by using
dynamic programming (DP) when the dimension of decision variables is large.

Celeste et al. (2004) recommended that the nonlinear programming (NLP) is a more
general formulation and effective for handling the nonlinearities. However the mathematical
requirements of the NLP are more complicated and its standard algorithms are usually
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based on calculus and not always efficient for complex problems containing non-convex,
discontinuous and non-differentiable functions.

Cristiano et al. (2006) offered a numerical solution to a large-scale water reservoir
network of a 30-dimenional optimization problem using stochastic dynamic programming
(SDP). The results showed how dimensionality issues given by the large number of basins
and realistic modelling of the stochastic inflows can be mitigated by employing neural
approximations for the value functions, and efficient discretizations of the state space.

Joshi and Gupta (2009) used a simulation model for the operation of the multipurpose
multi-reservoir systems of the Narmada River Reservoir system in India. The model has
been formulated for monthly operation of reservoir to meet industrial, domestic, irrigation
and hydropower generation water requirements. Multisite Lane’s Applied Stochastic
Techniques (LAST) (Lane and Frevert 1990) inflow generation models, have been used
for the generation of the monthly inflow series.

Mohan and Raipure (1992) developed a linear multi-objective programming model to
derive water releases from five reservoirs for irrigation and hydropower production for
optimal operation of the reservoirs in the Chaliyar River Basin, Karnataka State, India.

1.2 Evolutionary Computations

Evolutionary Computation is a subfield of artificial intelligence, specifically computational
intelligence. Evolutionary Computation uses iterative progress, such as growth or
development in a population. This population is then selected in a guided random search
to achieve the desired end. Such processes are often inspired by biological mechanisms of
evolution.

The most popular of such evolutionary techniques is Evolutionary Algorithm (EA),
which mimics nature’s evolutionary principle to drive its search towards an optimal
solution. One of the unique features of EAs is that, in each iteration it uses a population of
multiple solutions instead of a single solution. Therefore, the outcome is also a population
of solutions. In this way if the optimization problem has a single optimum, then all
population members can be expected to converge to that optimum solution. However, if the
optimization problem has multiple optimal solutions, an EA can give multiple optimal
solutions in its final population. This ability of an EA to find multiple optimal solutions in a
single simulation run makes EAs distinctive in solving multi-objective optimization
problems (Deb 2002).

Ngo et al. (2007) proposed control strategies for the Hoa Binh Reservoir, Vietnam, by
applying a combination of simulation and optimization models. The control strategies are
setup in the MIKE 11 simulation model to guide the reservoir releases according to the
current storage level, the hydro-meteorological condition and the time of the year. A
heuristic global optimization tool, the Shuffled Complex Evolution (SCE) algorithm, is
used for optimizing the reservoir operation.

Oliveira and Loucks (1997) presented an approach for optimizing operation rules for a
multi-reservoir system using genetic algorithms (GAs). Chen (2003) successfully applied a
real coded GAs in combination with a simulation model to optimize 10-day operation rule
curves of a major reservoir system in Taiwan. The results showed that the method can be
powerfully used to optimize the rule curves, and it is not limited by the type of objective
function and simulation model applied.

Celeste et al. (2004) used genetic algorithms for the operation of a water resource system
in real time. A genetic algorithm was developed and applied to solve an optimization model
for the operation of the system responsible for the water supply of Matsuyama City, in
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Japan. For comparison purposes, the same model was solved by a technique based on
calculus and the Shuffled Complex Evolution (SCE) algorithm.

Azamathulla et al. (2008) developed and carried out a comparison of two models -
a Genetic Algorithm (GA) and Linear Programming (LP), to be applied to real-time
reservoir operation in an existing Chiller reservoir system in Madhya Pradesh, India. Their
performance is analysed, and from the results, the GA model is found to be superior to the
LP model.

East and Hall (1994) applied GA to a water resource system of four reservoirs. The
objective is to maximize the benefit from power generation and irrigation water supply,
subject to constraints on storage and releases from reservoirs. Sharif and Wardlaw (2000)
applied a genetic algorithm for the optimization of a multi-reservoir system in Brantas
Basin, Indonesia by considering the existing development situation in the basin and two
future water resource development scenarios. They proved that GA is able to produce
solutions very close to those produced by dynamic programming.

Kim and Heo (2004) applied multi-objective GAs to optimize the multi-objective system
of the Han River Basin in South Korea. Ahmed and Sarma (2005) developed a GA model
to derive the optimal operation policy and compare its performance with that of stochastic
dynamic programming (SDP) for a multi-purpose reservoir.

Chang (2008) proposed a reservoir flood control optimization model with a linguistic
description of requirements and existing regulations for rational operating decisions. The
approach involves formulating reservoir flood operation as an optimization problem and
using the genetic algorithm (GA) as a search engine.

Solomatine and Avila Torres (1996) applied an approach of models approximation to
optimize a system of three reservoirs located in the Apure river basin in Venezuela having a
multi-criteria decision making (MCDM) problem. The hydrodynamics and hydrology of the
basin was modelled using MIKE-11 modelling software. The model of the basin was
approximated using an artificial neural network generator (ANN) in order to run it in the
optimization loop.

Different evolutionary algorithms have been tested to solve the multi-objective
optimization problems. Deb et al. (2002) developed NSGA-II as an improvement of
NSGA, and compared its performance with two other elitism multi-objective evolutionary
algorisms: Pareto-Archived Evolution Strategy (PAES), and Strength- Pareto Evolution
Algorithm (SPEA). The result shows that, NSGA-II (Non-dominated Sorting Genetic
Algorism) was able to maintain a better spread of solutions and converge better in the
obtained non-dominated front compared to the others two elitisms.

Hakimi-Asiabar et al. (2010) proposed a new model of Self-Learning Genetic Algorithm
(SLGA), which is an improved version of the SOM-Based Multi-Objective GA
(SBMOGA). The proposed model is used to derive optimal operating policies for a three-
objective multi-reservoir system. To evaluate the applicability and efficiency of the
proposed methodology, it is used for developing optimal operating policies for the Karoon-
Dez multi-reservoir system, which includes one-fifth of Iran’s surface water resources.

The differences between the above presented applications there are two distinctive
approaches on how decision variables are selected, one approach uses the reservoir releases
as decision variables, while others are using the operating rule parameters.

In view of the above presented recent literature review the main conclusion is that, while
traditional optimization methods such as LP, NLP or DP are still being used, very
promising results can be obtained by search-based algorithms (e.g. GA), in which the
optimal solution is sought through intelligent search through the solution decision space,
leading to continuous improvement of the objective function. Based on this conclusion, the
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present research looked into the analysis of the reservoir operation using evolutionary
algorithms. Frequently the evaluation of the objective function is provided by a simulation
model. Given that the simulation model is not too demanding in terms of computing time,
this coupled simulation-optimization approach can lead to successful solutions for a variety
of problems.

2 Case Study Description

The water resources of the trans-boundary river basin represent a single entity, and must be
treated as a whole to avoid conflicts over the utilization of this limited resource. Water
resources management of the trans-boundary river basin requires optimal utilization of the
available resources given the competing demands specially when a new reservoir was
constructed or planned to be constructed. The water demands, distributed in space and time,
must be matched with the resources, with their own temporal and spatial distribution.

In recent years a number of hydropower dams have been planned to be constructed on
the main Blue Nile River within the Ethiopian plateau. In Ethiopia four large hydroelectric
dams, and reservoirs, were proposed, on the Blue Nile. Those dams, from upstream to
downstream, are: Karadobi, Mabil, Mandaya, and Border.

Figure 1 shows the location of Roseires and Mandaya reservoirs on the Blue Nile.
The existing Roseires reservoir, in Sudan (Fig. 1.), started to operate in 1966, in the town

of Roseires on the Blue Nile, about 500 km southeast of the Sudanese capital Khartoum.
The lake resulted, from the dam construction, is 75 km in length and has a total area of
280 km2, with maximum averaging depth of 50 m. After the completion of the dam
heightening, the area is expected to increase. The total storage volume of the reservoir at the
time of start of operation was approximately 3,024 million m3. Due to the high sediment
load of the Blue Nile during the flood season, from June to September, the reservoir is
operated for about 4 months at Normal Minimum Operating Level (467 masl), to route the
majority of the sediment through the reservoir with minimum deposition. At the end of the
flood season, the reservoir is impounded to the Maximum Operating Level (481 masl), to
store sufficient water for the dry season, from October to May. In spite of this particular
operation policy, a storage volume of approximately 1,000 million m3 are already lost, due
to sedimentation.

The proposed Mandaya dam site, in Ethiopia (Fig. 1), is located at the downstream
boundary of the Blue Nile gorge (about 700 km from Lake Tana) and at a point where the
steep topography of the gorge opens out into gentle slopes and more rising and falling
terrain. The lake which will result from the proposed dam has a total area of 736 km2, with
maximum depth of 200 m. The total storage volume of its reservoir is expected to be about
49 billion m3 with Minimum Operating Level (MOL) of 760 masl, and Maximum
Operating Level of 800 masl.

In the pre-feasibility study of the Mandaya dam, conducted by EDF-Generation and
Engineering Division, and Scott Wilson Consultancy, simulations have been performed to
assess the impact on the hydropower generation downstream within Sudan and Egypt
during the filling period of the proposed Mandaya Reservoir. The results demonstrate that
the hydropower generation within the existing Sudanese dams, is significantly reduced by
about 25%, in the first 2 years. Developing an optimal filling policy for Mandaya Reservoir
is required in order to to maximize the hydropower generation in the existing downstream
Roseires reservoir, in Sudan. Moreover during the period of filling of Mandaya reservoir,
power generation needs to be ensured at Mandaya.
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In this paper, model-based optimization for multi-objective reservoir optimization is
used for determining filling policy for the new reservoir, Mandaya, on a trans-boundary
river between Ethiopia and Sudan.

3 Modelling Approach and Methodology

Simulation and optimization modelling processes provide quantitative information for use
in a typically complex decision making process. Problem formulation for model-based

Fig. 1 The study area
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analysis requires a good understanding of the real problem and the overall decision making
process.

A method is required to analyze the distribution of the water resources and demands,
firstly for the existing condition of development with reservoirs, irrigation schemes, water
supplies and diversions, and secondly for expected future development states in the basin.

In order to analyze the present and predict the future water resources in the Blue Nile
basin, in the case of the connected system of Roseires and Mandaya reservoirs, first a
simulation model, developed in Mike Basin was used, and secondly the simulation model
was coupled with the NSGA-II optimization model in order to determine possible optimal
filling rules of Mandaya reservoir.

3.1 The Simulation Model

Since the sources and demands are spatially distributed throughout the Nile Basin basin, a
Geographical Information System (GIS) represents an appropriate environment in which to
prepare the input data, and present the results of a simulation model. MIKE BASIN tool
was chosen to built the simulation model of Roseires and Mandaya reservoirs.

MIKE BASIN is a simulation model for water allocation representing the hydrology of
the basin in space and time, as defined in the DHI 2005 user manual. This tool is an
integrated water resource management and planning computer model that integrates GIS
(specifically ArcGIS) with water resource modelling. This gives managers and stakeholders
a framework within which they can address water allocation and environmental flow in a
river basin. In this particular study GIS was not used for analysis, it was just used to prepare
the input data for the simulation model.

To represent the current and future situations of the reservoirs system and operation
policies as closely as possible, substantial efforts have been made to collect data from
relevant institutions in Ethiopia and Sudan. The collected data include hydrological data
and the physical characteristics of the existing and proposed reservoirs. The available data
for the existing Roseires site covered a period of 39 years (1965–2003) in daily intervals,
while the available data for the proposed Mandaya site covered a period of 50 years (1954–
2003) in monthly intervals. Because the data on the operating rules of the existing Roseires
reservoir, is available on a 10- day interval, all the collacted data was converted into 10-day
average intervals (three periods per month). Microsoft spreadsheet and Delphi Code Gear
have been used for data processing and MIKE Zero has been used for data storing.

The Mike BASIN model consists of two reservoirs (Fig. 1) connected via a reach (Blue
Nile). The Blue Nile reach is divided in several computational points, in which the
continuity of mass is applied in each computational time step. The input data for the model
are hydrological data, physical characteristics of the reservoirs along with their operation
rules.

3.1.1 Hydrological Data

The collected hydrological data consists of inflow, irrigation demands, evaporation and
water levels at both the Mandaya and the Roseires reservoirs. Downstream river water level
and flow discharge from Roseires reservoir have been used to derive rating curves relations.
The rating curves are used to find the downstream water levels for a given discharge
passing through the dam, then the downstream water level is subtracted from the upstream
water level to get the head difference which is required for hydropower computation. Since
Mandaya Reservoir does not exist yet (it is just proposed), no tailwater table has been
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specified to be used for hydropower computations. Therefore, the simulation model
computed the head difference automatically as a difference between the water level and the
bed level of the reservoir.

3.1.2 Flood Control Operation Rules

One special characteristic of the Blue Nile River is the high flow during the flood season and the
low flow during the dry season. The operation of the reservoirs is designed to pass the large
annual flood volume through the dams during the flood period from Jun 15 to September 15. It
is estimated that 80% of the annual flow of the river occurs in those 3 months.

During the flood season, the water level in the Roseires reservoir is lowered down to
467 masl using the deep sluices. The spillway will expand the deep sluice flow, when it
becomes necessary to pass the flood peak. As can be seen in Fig. 2 the filling of the
Roseires reservoir usually starts in September, after the peak flood has passed, and lasts for
about 45 days, until top retentions level is reached at 480 masl. During the filling of the
reservoir, the spillway gates are closed and the deep sluices control the flow, until the
reservoir filling is completed. Since 1981, the top retention level has been increased by 1 m,
to 481 masl, and later the minimum operation level has been increased to 467.6 masl.

The same policy of operation has being used for the Sennar reservoir, downstream of Roseires
reservoir (see Fig. 1). For consistent operation of the system, the simulation model used the
same operation policy of the existing Roseires and Sennar reservoirs, for the proposed Mandaya
reservoir. with minimum operation level of 760 and maximum of 800 masl respectively.

3.1.3 Physical Characteristics of the Reservoirs

The Level-Area-Volume relation tables for Roseires and Mandaya reservoirs have been
specified for the model in order to compute the water levels in the reservoirs, the
evaporation losses from the reservoirs and the precipitation over the reservoirs areas.

3.1.4 Hydropower Plants Parameters

Mandaya Reservoir Mandaya hydropower plant is planned to operate with 8 Francis
vertical shaft turbines, with rated output of 250 MW per machine, which gives a total

Fig. 2 Typical operation program of Roseirse reservoir
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installed capacity of 2,000 MW. The design net head is assumed to be 171.9 m and the
minimum head for operation is assumed to be 149 m. The main objective of this study was
to maximize the hydropower production, therefore the reference value for the power, with
respect to which the deficit was calculated, was set to be 2,000 MW (the same as the
installed capacity) from the very beginning of the plant operation. This may be somewhat
uncertain, because usually the power generation engines are installed gradually (in phases),
but in absence of information about the installation plan, the assumption was made that the
plant has full installed power from the very beginning of its operation. For all simulations it
is assumed that every turbine is taken out of the service for a period of 2 weeks, each year,
for maintenance purpose. Those weeks were selected to be during the dry period.

Turbine capacity (TC) is computed using the following formula:

TC ¼ IC=g:r:":ANH ¼ TC ¼ 2000»106=9:81»1000»0:86»180 ¼ 1317m3=s ð1Þ
Where, TC is the turbine capacity (m3/s), IC is the installed capacity in (MW), g is the

gravitational constant (m/s2), ρ is the density of water (kg/m3), ε is the machine efficiency
(−), and ANH is the average net head (m).

Roseires Reservoir At Roseires dam, there are seven vertical Kaplan turbines installed, with
rated output of 40 MW per machine, which gives a total installed capacity of 280 MW. The
average net head from the available data is found to be 31 m and the minimum head for
operation is 18 m. The average power generated output for the last 15 years available data
(1989–2003) is found to be 1026.12 GWh/year. The simulation model used the actual
generated power as target power. As in the case of Mandaya powerplant, it is assumed, in
all simulations, that every turbine is taken out of the service for a period of 2 weeks, each
year, for maintenance purpose. Those 2 weeks are selected to be during the dry period.

Acording to Eq. (1) turbine capacity for Roseires is:

TC ¼ 280»106=9:81»1000»0:95»31 ¼ 969m3=s

3.2 The Optimization Model

This study is focused on Multi-Objective Optimization (MOO) model framework
development and its application in reservoir optimization. The computational tools used
for the optimization process are the coupled models of MIKE BASIN and the NSGA-II
genetic algorism optimizer. To link the MIKE BASIN simulation model engine and the
optimization model (NSGA-II), a code was written in MATLAB to run the MIKE BASIN
in a loop, and to guide the optimization process to calculate and pass the objective functions
to NSGA-II for evaluation.

3.2.1 Objective Functions

Two conflicting objective functions are considered to be used by the MOO, namely:

& Maximization of generated power in Mandaya reservoir for a period of 5 years; and
& Maximization of generated power in Roseires Reservoir for a period of 2 years.

The objective functions are computed as Max[PMandaya,PRosaires], where, P is the
cumulative generated power. The decision on number of years for the two objective
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functions is coming from the fact that the results of all four simulation scenarios, of the
simulation model, show that in the worst case scenario, the deficit in hydropower
generation in Roseires reservoir occurs only during the first 2 years of the filling of
Mandaya reservoir and then the following there more years, will generate additional gain.
Therefore the objective function is computed for a time horizon of 2 years for power
generation in the existing Roseires reservoir. On the other hand, the simulation results show
that in the worst case Mandaya reservoir can reach its normal operation level (between 780
and 800 masl) only after 5 years of starting operating. Therefore, it has been decided for
Mandaya reservoir to maximize the power generation for a time horizon of 5 years.

3.2.2 Decision Variables

Decision variables are selected to be 36 monthly values of control flows from Mandaya
reservoir. These 36 values are randomly generated, within the range of 100 m3/s and 1,000 m3/
s, and they are used as the Minimum Remote Flow Control Rule. The 100 m3/s is the
minimum environmental release, computed as 10% from the annual average flow at Mandaya
site, while the 1,000 m3/s is the capacity of the bottom outlet of the same reservoir. These 36
values are monthly control flow values distributed over the first 3 years of the period of filling
to ensure that at least a minimum environmental release downstream of Mandaya would be
satisfied. Several simulation scenarios were performed with the simulation model, before
using it in the optimisation model. The results of these simulations demonstrate that after the
first 2 years of operation of Mandaya reservoir, the minimum environmental release would be
satisfied through the turbine outflow, therefore it has been decided to select decision variables,
by specifying the minimum environmental flow, only in the first 3 years, hence 36 decision
variables. Figure 3 presents the upper and lower boundaries of the decision variables. The
upper and lower boundaries of the decision variables are actually used by the simulation-
optimisation model, as constraints beside other physical characteristics of the system, such as
operating rules of the reservoirs, volume of reservoirs, etc.

3.3 The Interlink between the NSGA-II and MIKE BASIN Model

A code was written in MATLAB which plays a key interlinking role between the
optimization model (NSGA-II) and MIKE BASIN simulation model, through its
computational core “engine”. The code incorporates analyses the calculated values of the
objective functions and uses the results for the purpose of optimization. The general step by
step procedure and the functions of the MATLAB interlink code, are:

& In the code, the decision variables which are randomly generated in NSGA II, are real
values of 36 monthly control flows from Mandaya reservoir, with values ranging
between 100 and 1,000 (m3/s). Because the operating rules of both Roseires (existing
reservoir) and Mandaya (proposed reservoir) are on the basis of a 10-day time step, the
MIKE BASIN simulation model is set-up with a 10-day time step of computation. In
order to run the MIKE BASIN simulation model, as per the set-up time step, the 36
decision values are assigned, each one three times, so that the total number of variables
becomes 108 values of 10-day control flows over a period of 3 years.

& The code enables to introduce the 108 generated variables, as input values for the
MIKE BASIN simulation model. At each run new values for decision variables are
generated by the NSGA-II algorithm, and subsequently a MIKE BASIN simulation is
carried out for each generated set of values (each population member).
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& Hydropower calculations are performed automatically by the MIKE BASIN run using
head difference and release at each time step.

& The cumulative hydropower production values are extracted after each MIKE BASIN
run.

& After each MIKE BASIN model run and, the results coming from the computed
objective functions (cumulative generated power) are passed into NSGA-II for
evaluation and generation of new set of decision variables.

Based on these steps, the general modelling workflow of the Multi-Objective
Optimization model is shown in Fig. 4 and detailed below:

Fig. 3 Upper and lower boundaries of the decision variables

Fig. 4 General algorithmic framework of the multi-objective optimization model
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I. Initialize NSGA II for first generation
II. Modify MIKE BASIN input according to the decision variables.
III. Run MIKE BASIN model and calculate the objective functions (generated power) for

each population
IV. Pass value of objective functions to NSGA II.
V. Perform non-dominated sorting and crowding distance sorting in NSGA II
VI. Generate new offspring population based on genetic operators (selection, crossover

and mutation)
VII. Repeat loop steps from II to VI until all generations are run and provide outputs.

4 Results and Discussion

4.1 Simulation Model

The simulation model was tested for four scenarios of filling of the proposed Mandaya
reservoir, in order to assess the sensitivity of the power generation in the existing Roseires
reservoir, under different power plant operation policies and severe hydrological conditions,
in terms of wet and dry years. Looking into the results of these four scenarios it has been
found that if Mandaya filling would start in the driest year recorded as data (such as 1984),
the losses in hydropower generation in Roseires reservoir are much more than in those

Fig. 5 Control flow rules

Table 1 Cumulative generated power during the period of filling with small volume of control flow

Reservoir Roseires Mandaya

1st
year

2nd
year

1st +
2nd

1st
year

2nd
year

3rd
year

4th
year

First
4 years

First
5 years

Target Power (GWh) 873 883 1759

Generated Power
(GWh)

681 944 1628 0 6150 9826 8535 24355 32900

Power deficit (%) −22 +7 −7.5

Positive deficit = gain
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scenarios of filling starting in the wettest year (such as 1988), as it was expected. Therefore,
it has been decided that the optimization should be performed in the worst case, with filling
starting in a dry period.

In order to evaluate the optimization results, three other separate scenarios of filling of
Mandaya reservoir, are performed, with different release rules. These releases rules, as
specified in the previous section, are not modelled as actual releases from the Mandaya
reservoir, but by using Remote Flow Control rule, which is special rule in MIKE BASIN.
The Remote Flow Control rule is used to impose flow values in a node far downstream
from the Mandaya reservoir. These rules act like constraints in the model, because it
controls the amount of flow in that particular computational node. The simulation model
can achieve the value of the required flow, in the control node, in two ways, either by
making direct releases through dam outlets or by making realeases as water coming out of
the turbines, after producing power. The three scenarios of filling have been used here are
namely: 1) small volume of control flow, 2) medium volume of control flow, and 3) large
volume of control flow. These control flow rules are manually created following the same
trend of the inflow hydrograph at Mandaya site but, with different volumes as presented in
Fig. 5, and their values are summarized in the Table 1, 2 and 3

By comparing the three above defined scenarios of filling ofMandaya reservoir, it is clear that
the more control flow is released from Mandaya reservoir—the more hydropower generation is
realised at Roseires powerplant. In contrast, for Mandaya reservoir, the more control flow is
generated from Mandaya reservoir, the less power generation at Mandaya site will be.

As previously mentioned the objective function (maximization of power generation) is done
for 2 years for Roseires reservoir and 5 years for Mandaya reservoir. A population of 60 and 15

Table 3 Cumulative generated power during the period of filling with medium volume of control flow

Reservoir Roseires Mandaya

1st
year

2nd
year

1st +
2nd

1st
year

2nd
year

3rd
year

4th
year

First
4 years

First
5 years

Target Power (GWh) 873 883 1759

Generated Power
(GWh)

702 1048 1752 0 2904 8250 8535 19537 28617

Power deficit (%) −20 +19 −0.3

Positive deficit = gain

Table 2 Cumulative generated power during the period of filling with large volume of control flow

Reservoir Roseires Mandaya

1st
Year

2nd
Year

1st +
2nd

1st
Year

2nd
Year

3rd
Year

4th
Year

First
4 years

First
5 years

Target Power
(GWh)

873 883 1759

Generated Power
(GWh)

767 1187 1958 0 0 4269 7671 4269 11897

Power deficit (%) −12 +34 +11

Positive deficit = gain
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generations run have been carried out and it was observed that NSGA- II obtains a good shape
of Pareto-optimal front and it converged reasonably quickly. The optimization run took about
3 h for one generation when it was run on a normal computer, having 2.8 GHz and 1 GB of
RAM. Figure 6 shows the convergence behaviour of the algorithm in different generations,
and Fig. 7 shows the result obtained from the last generation (generation 15).

The NSGA-II converges at the 10th generation and as the generations increase the Pareto
optimal solutions are gradually improved- they are distributed in space and are evolving
towards an optimal point. It is also observed that there is a big improvement in the solutions
in early generations, while the improvement in the quality of solutions diminishes as the
optimization converges. There is a big improvement between the 1st and 5th generation
while the improvements between the solutions obtained at 10th and 15th generation are not
significant. Therefore, it is reasonable not to use large number of generations when the
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Fig. 7 Output of optimization model for 60 population and the15th generation
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improvement becomes insignificant, which would help in saving extra time taken by
making more iterations. On the other hand the number of populations should be increased
for more improvement of the solutions.

Three feasible solutions from the Pareto front are indicated in Fig. 7: the solution from
the upper left point of the Pareto front that gives highest weight to Mandaya objective
function; the solution from the lower right point of the Pareto front that gives highest
weight to Roseires objective function; and the solution from the middle point of the Pareto
front that gives equal weight to both objective functions. The actual generated powers in
both Roseires and Mandaya from these three solutions are presented correspondingly in
Tables 4, 5 and 6.

4.2 Comparison between Simulation and Optimization Results

In order to evaluate the results from the optimization, three comparisons are carried out for
comparing the three simulation scenarios of filling of Mandaya reservoir, as they have been
defined in section 4.1 (small, medium and maximum flow control values at the control node
downstream of Mandaya reservoir). The three optimization solutions, taken from the Pareto
front (A,B and C) are presented in Fig. 7. The comparison is made for optimization time
horizon of 2 years for Roseires reservoir, and 5 years for Mandaya reservoir.

Figures 8, 9 and 10 present the comparisons of the three cases of the control flows from
the Mandaya Reservoir which have been used in the simulations (small, large, and medium
control flows) and those have been obtained from the optimization for the three cases (A, B,
and C). Looking at these figures three main conclusions can be drawn, which are elaborated
below.

Table 4 Solution (A) better for Mandaya reservoir (upper left point of the Pareto)

Reservoir Roseires Mandaya

1st
year

2nd
year

1st +
2nd

1st
year

2nd
year

3rd
year

4th
year

First
4 years

First
5 years

Target Power (GWh) 873 883 1759

Generated Power
(GWh)

695 1172 1872 0 5343 7643 7611 20451 28561

Power deficit (%) −20 +32 +6

Positive deficit = gain

Table 5 Solution (C) better for Roseires reservoir (lower right point of the Pareto)

Reservoir Roseires Mandaya

1st
year

2nd
year

1st +
2nd

1st
year

2nd
year

3rd
year

4th
year

First
4 years

First
5 years

Target Power (GWh) 873 883 1759

Generated Power
(GWh)

687 1258 1950 0 4530 6749 6321 17466 25110

Power deficit (%) −21 +42.5 +11

Positive deficit = gain
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Firstly, by comparing the simulation scenario of filling (with small volume of control
flow, which is better for Mandaya power generation) with that one from optimization (A), it
is noticeable that the simulation result shows 22% deficit in power generation in Roseires
reservoir during the first year of filling, while the optimization result shows 20% deficit
with reduction of 2%. In the second year the simulation result shows gain of 7%, whilst the
optimization result shows 32% additional gain in power generation as presented in Table 7.

Over the first 2 years the simulation model gives cumulative power of 1628 (GWh) with
total deficit of 7.5%, while the optimization model gives an accumulative power of 1872
(GWh) with 13% difference in power production. In contrast for Mandaya reservoir the
simulation model gives better result than the optimization as can be seen in Table 8, that is
simply because the simulation model does not care about the losses of hydropower in
Roseires reservoir, whilst the optimization model try to find the best solution for both
Mandaya and Roseires reservoirs by taking into account maximization of hydropower in
both reservoirs.

Secondly, by comparing the simulation scenario of filling (with large volume of control flow,
which is better for Roseires power generation) with that one from optimization (C), it is
observable that the simulation result shows 12% deficit in power generation in Roseires
reservoir during the first year of filling, while the optimization result shows 21% deficit. In the
second year the simulation result shows that power generation in Roseires grew rapidly to 1187
(GWh) having a gain of 34%, whilst in the optimization result power generation increased
dramatically to 1258 (GWh) having 42% gain in power generation as presented in Table 9.

Table 6 Solution (B) good for both Roseires and Mandaya reservoirs (Pareto midpoint)

Reservoir Roseires Mandaya

1st
year

2nd
year

1st +
2nd

1st
year

2nd
year

3rd
year

4th
year

First
4 years

First
5 years

Target Power (GWh) 873 883 1759

Generated Power
(GWh)

693 1121 1919 0 4677 7634 7720 19886 28051

Power deficit (%) −20 +38 +9

Positive deficit = gain

Fig. 8 Comparison of small volume of control flow with optimization (A) results
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Over the first 2 years both simulation and optimization models show total gain of 11%. On
the other hand the simulation model gives an accumulative power of 11897 (GWh) in
Mandaya reservoir during the first 5 years, while the optimization model gives cumulative
power of 25110 (GWh) which is double the generated power produced by the simulation
model as can be seen in Table 10. That is simply because the simulation model does not care
about the hydropower production in Mandaya reservoir, whilst the optimization model try to
find the best solution for both Mandaya and Roseires reservoirs by taking into account
maximization of hydropower in both reservoirs.

Thirdly, by comparing the simulation scenario of filling (with medium volume of control
flow, which is the middle solution for both Roseires and Mandaya power generation) with
that one from optimization (B) (the point in the middle of the Pareto), it is noticeable that
both simulation and optimization result show 20% deficit in power generation in Roseires
reservoir during the first year of filling. In the second year the simulation result shows that
power generation in Roseires grew rapidly to 1048 (GWh) having a gain of 19%, whilst in
the optimization result power generation increased dramatically to 1121 (GWh) having 38%
gain in power generation as ca be seen in Table 11. Over the first 2 years the simulation
model gives cumulative power of 1752 (GWh) with insignificant deficit of 0.3%, while the

Fig. 9 Comparison of medium volume of control flow with optimization (B) results

Fig. 10 Comparison of large volume of control flow with optimization (C) results
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optimization model gives cumulative power of 1919 (GWh) with an additional gain of 9%
as presented in Table 12. On the other hand the simulation model gives cumulative power
of 28617 (GWh) in Mandaya reservoir during the first 5 years, while the optimization
model gives cumulative power of 28051 (GWh) with no big difference.

Figures 8, 9 and 10 present the comparisons of the three cases of the control flows from the
Mandaya Reservoir which have been used in the simulations (small, large, and medium control
flows) and those have been obtained from the optimization for the three cases (A, B, and C).

5 Conclusion

The main objective of this study was to develop a methodology based on coupled
simulation-optimization approach for determining filling policy for the proposed Mandaya
Reservoir, in Ethiopia, with minimum impact on hydropower generation on the downstream
Roseires Reservoir, in Sudan, while still ensuring power generation at Mandaya Reservoir.
The developed approach of Multi-Objective Model-Based Optimization (MOO) can assist
decision making in water resource planning and management. The normal output of MOO
is a set of Pareto front optimal solutions which offer decision makers compromised/trade-
off solutions to negotiate, and to agree on one solution.

A MIKE BASIN simulation model of the combined Mandaya-Roseires-Sennar reservoir
system was developed prior to the optimization experiments, which served for providing
initial insights into the problem by providing results from several simulation scenarios. The
same model was then used for the MOO.

In this study MOO was applied for reservoir optimization. Two objective functions were
considered to maximize the hydropower generation in both Roseires and Mandaya
reservoir. The multi-objective optimization model developed here combined the MIKE

Table 7 Comparison of the simulation (small control flow) and optimization (A) results in first and second
years

Roseires reservoir Simulation results Optimization results

1st year 2nd year 1st year 2nd year

Target power (Gwh) 873 883 873 883

Generated Power (GWh) 681 944 695 1172

Power deficit (%) −22 +7 −20 +32

Positive deficit = gain

Table 8 Comparison of the simulation (small control flow) and optimization (A) results

Reservoir Roseires (first 2 years) Mandaya (first 5 years)

Generated power from simulation model(GWh) 1628 32900

Power deficit from simulation model (%) −7.5
Generated power from optimization model (GWh) 1872 28561

Power deficit from optimization model (%) +6

Positive deficit = gain
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BASIN simulation model and genetic algorithm NSGA-II optimizer with MATLAB
environment.

Two objective functions were considered in the MOO model to maximize hydropower
generation in both Roseires and Mandaya reservoirs. In future studies, it is recommended to
maximize the overall benefit of hydropower generation in both Roseires and Mandaya by
applying cost benefit analysis. For more improvement of the optimization solutions, it is
recommended to increase the population size, but then the use of parallel computing
systems might be required for reducing computational times.

This methodology can be extended to include some other existing reservoirs on the main
Nile, e.g. Merawi in Sudan and High Aswan dam in Egypt. Also other proposed reservoirs
can be included, e.g. Border, Karadobi or Beko Abbo in Ethiopia. In this study, due to the
lack of data regarding Roseires dam heightening, the current volume of Roseires reservoir
has been used. In future studies it is recommended to consider the volume of the reservoir
after heightening.

From the above presented results, NSGA-II shows a good performance and capability of
finding Pareto-set of optimal solutions, which helps for solving complex problems in water
resources systems that could assist in decision making processes.

All the points along the Pareto front are optimal solutions. Point (A) is the best solution
for Mandaya power generation, while point (B) is the best solution for Roseires power
generation. Point (C) presents a solution in the middle, which can easily be agreed among
the decision makers. However, these optimization results are supporting decisions rather
than making them, and the final decision will depend on the negotiation. In a negociation
situation, in general each party should be aware of the Best Alternative To a Negotiation
Agreement (BATNA)(Soncini-Sessa et al. 2007). In such cases it is important to have
extremes when negotiations, around Pareto solutions, are taking place. In the present case
the two extremes cases that are: putting the releases downstream to zero at Mandaya
reservoir, and the other one the long term filling of Mandaya just with the excess of water,

Table 9 Comparison of the simulation (large control flow) and optimization (C) results in first and second
years

Roseires reservoir Simulation results Optimization results

1st year 2nd year 1st year 2nd year

Target power (Gwh) 873 883 873 883

Generated Power (GWh) 767 1187 687 1258

Power deficit (%) −12 +34 −21 +42.5

Positive deficit = gain

Table 10 Comparison of the simulation (large control flow) and optimization (C) results

Reservoir Roseires (first 2 years) Mandaya (first 5 years)

Generated power from simulation model (GWh) 1958 11897

Power deficit from simulation model (%) +11

Generated power from optimization model(GWh) 1950 25110

Power deficit from optimization model (%) +11

Positive deficit = gain
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after the power generation in Roseires reservoir are not shown in the present analysis. These
extremes, were not found by NSGA-II, because they are not really part of the solution space
due to the way the constraints were defined. The simulation model explicitly considered the
constraints that would reflect the existing agreements between Sudan and Ethiopia on
releases, thus not allowing for zero releases when optimsing for Mandaya, and not allow for
maximum releases when optimising for Roseires. This is not a reduction of the negotiation
alternatives, because during negotiations only the possible real-life alternatives are
presented not to create animosities that may even lead to water conflicts, if not something
worse.

There are several issues which were not within the scope of this study, and which should
be mention here, for future considerations.

Solutions found in this approach are based on the basis of the 4 years datasets, and
therefore can be considered to be optimal only with assumption that the data set is
representative as a worst-case scenario (along with two other scenarios). However, as
presented, the choice of these 4 years was not random—the driest years within the available
dataset were used. The analysis aims just to show the possible filling rules (optimal in a
certain sense) for the three selected scenarios; which can form a good basis for negotiations.
In reality the filling rules will be progressively updated with every forecast coming in, or
possible change even due to changes in water management policies. In that case a new
analysis has to be performed.

For future work more data is needed to improve the model results, especially the data
that related to hydropower generation in Roseires reservoir.

Optimization carried here on was focusing on the operation of proposed Mandaya
reservoir only, while it was assumed that the Roseires reservoir will be operated in the
future according to the historical rules. A separate analysis might show that by changing the
Roseires reservoir operation rules, as well, taking into account the new conditions, it might
lead to good agreements between countries. This can be done by using the existing

Table 11 Comparison of the simulation (medium control flow) and optimization (B) results in first and
second years

Roseires reservoir Simulation results Optimization results

1st year 2nd year 1st year 2nd year

Target power (Gwh) 873 883 873 883

Generated Power (GWh) 702 1048 693 1121

Power deficit (%) −20 +19 −20 +38

Positive deficit = gain

Table 12 Comparison of the simulation (medium control flow) and optimization(B) results

Reservoir Roseires (first 2 years) Mandaya (first 5 years)

Generated power from simulation model (GWh) 1752 28617

Power deficit from simulation model (%) −0.3
Generated power from optimization model (GWh) 1919 28051

Power deficit from optimization model (%) +9

Positive deficit = gain
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simulation model and extending the decision variable vector with releases from Roseires
reservoir.
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XBeach is an open source, freely available two dimensional code, developed to solve hydrodynamic and
morphological processes in the coastal environment. In this paper the code is applied to ten different test cases
specific to hydraulic problems encountered in the fluvial environment, with the purpose of proving the
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Software Availability

Name of software: XBeach
Developers: It is a public-domain model that has been developed

with funding and support by the US Army Corps of
Engineers, by a consortium of UNESCO-IHE, Deltares
(Delft Hydraulics), Delft University of Technology and the
University of Miami

Contact address: UNESCO-IHE Institute for Water Education,
Westvest 7, 2611 AX, Delft The Netherlands

Availability and Online Documentation: Free download with
manual and supporting material at: http://public.
deltares.nl/display/XBEACH/Home

Year first available: 2004
Hardware required: IBM compatible PC
Software required: MS Windows (tested on Windows XP)
Programming language: FORTRAN 99
Program size: 4.9 MB
1. Introduction

Historically coastal modelling software has developed out of
different constraints from fluvial software, due to the necessity of
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representing different characteristics of hydraulic behaviour.
Parameters like wind and tidal forces, which have high influence in
the coastal environment (de Vriend, 1991), have minor effects in
fluvial environments. Conversely, a longitudinal slope and varying
initial water level, which are very important in river modelling, are
not considered important in coastal modelling. However, the
hydraulic calculations are similar, hence coastal software can be
applied in fluvial areas. The application of a code outside its original
domain needs to be verified and tested comprehensively before
wider application is attempted.

XBeach is open source coastal software developed to model
coastal flooding, sediment transport and morphological changes in
two dimensions. The software contains a number of sub-routines
which solve the non-stationary two dimensional shallow water
equations that are able to calculate a fluvial flood wave. Open
source codes provide payment-free software (usually under the
GNU Public License e http://www.gnu.org/licenses/gpl.html) to
users, which is a key advantage in developing countries (Bitzer,
2004; Lanzi, 2009). This approach allows the user to modify the
code to meet their specific requirements (Henley and Kemp, 2008)
and can lead to a significant development and improvement of the
code, whilst affording flexibility.

This research tests the validity of applying this freely available
software in a cross-over domain (fluvial environments), which
opens up its use to a greater number of professionals, and also
permits use in coastal/river transition zones such as estuarine
areas. Due to the morphological tools available within the software,
specialists would also have the possibility of accessing free 2D
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sediment transport capabilities. XBeach has generally been used as
a stand-alone model for small scale coastal applications. It has
many capabilities such as: depth-averaged shallowwater equations
including subcritical and supercritical flow, time-varying wave
action balance, wave amplitude effect and the depth-averaged
advection-diffusion equations (Roelvink et al., 2009). This paper
focuses solely on the depth-averaged shallow water equations
solver.

The main objective of the development of the XBeach was to
provide modellers with a robust and flexible environment where
the concepts of dune erosion, over washing and breaching can be
tested (Roelvink et al., 2009). During the code development, the
stability of the numerical method was considered as a top priority.
Consequently, first order accuracy was accepted since the software
concentrated on representing near shore and swash zone processes
which have strong gradients in time and space (Roelvink et al.,
2008). Such accuracy is the norm in river modelling software.

The objective of this paper is to test the applicability of this
coastal software (XBeach) in the fluvial environment. This is
completed through a number of tests which are designed to
recreate particular hydraulic problems encountered in fluvial
flooding scenarios. The tests include comparison to semi-analytical
calculations, other modelling codes and laboratory experimental
results. The aim is to demonstrate that an open source approach is
also applicable in the fluvial environment.

2. Theoretical background

2.1. Numerical methods

The increased demand for improved safety against flooding,
prompted the development of mathematical models which
describe flow propagation in rivers. These mathematical models, in
most cases, do not have an analytical solutions and are solved using
numerical methods (Ferziger and Peric, 1999). Flow description in
rivers, lakes and coasts are long waves, which can be described by
means of the so-called Shallow Water Equations. These are
a hyperbolic set of partial differential equations depending on the
nature of the problem to be solved. These equations describe the
mass conservation and momentum conservation.
Fig. 1. Elevation and Depth for Shallow Water equations.
Significant effort during the 1980’s and 1990’s was devoted to
defining efficient and accurate numerical methods for hyperbolic
systems. Mathematically the hyperbolic equations permit discon-
tinuous solutions and their numerical integration should lead to the
computationof suchdiscontinuities sharplyandwithoutoscillations.

The differential form of the Shallow Water equations, in the
reference framework of Fig. 1, are:
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Where:
U4R2 is the domain of computation; s is any open subset of R2

with boundary G n is the outward unit normal.
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With q(x,t) -the unit-width discharge,
ho(x, y)-the depth under the reference plane in Fig. 1,
z(x, y, t)-the elevation over the same reference plane,
h(x, y, t) ¼ ho þ z

g e the gravitational acceleration
s e the source term which accounts for the bottom slope
G is the boundary of s.
B and C the Jacobian matrices of the fluxes f and g respectively.
Equations (2) are the conservative form of the Shallow Water

equations (all the spatial derivatives of the unknowns are in the
form of a divergence operator). In the case of a flat bottom (ho ¼ 0)
the right-hand side of the equation is 0 and the equation is the
strong conservation form of the Shallow Water equations.

The Shallow Water equations have an infinite hierarchy of
conservative forms (Ambrosi, 1995) expressing the conservation of
mass, energy, discharge rate, velocity, etc. Any twoof these equations
Table 1
Summary of tests completed.

Test no. Name Description Figure no.

1a, 1b Semi-analytical Comparison of the model
runs with semi-analytical solutions

Fig. 3

1c, 1d M1, M2 curves (mild slope);
S2, S3 curves (steep slope)

2a Idealised Flow in a straight idealised
channel

Fig. 4

2b Flow in an embanked straight
idealised channel

2c Flow in a meandering idealised
channel

Fig. 5

3 EA case 1 Wetting and drying of a
disconnected body

Fig. 6a & b

4 EA case 2 Low momentum flow Fig. 7
5 EA case 3 Momentum conservation Fig. 8
6 EA case 4 Flood propagation over a plain Figs. 9 & 10
7 EA case 5 Dam break over a valley Figs. 11 & 12
8a EA case 6 IMPACT: Hydraulic jump and

wake zone (laboratory scale)
Fig. 13

8b IMPACT: Hydraulic jump and
wake zone (realistic scale)

Fig. 14

9 Experimental Dam break through an
urban area

Fig. 15



Fig. 2. Connections of the slopes on a river profile for the S1, S2 tests.

I.M. Hartanto et al. / Environmental Modelling & Software 26 (2011) 1685e1695 1687
are equivalent to one another if the solution belongs to C. This
equivalency is no longer valid when shocks (i.e. bores) are involved.

Current codes which solve the Shallow Water equations do so
using different numerical methods. From the current literature,
several numerical techniques for solving the Saint Venant Equa-
tions are available. These include the method of characteristics,
explicit difference methods, semi-implicit methods (Casulli, 1990),
fully implicit methods, and Godunov methods (Van Leer, 1979). The
characteristic method transforms the Shallow Water partial
differential equations into a set of ordinary differential equations,
which are solved using finite difference methods. The explicit
methods transforms the Shallow Water equations into a set of
algebraic equations, which can be solved, in sequence, at each point
of discretisation, at each time step, while implicit methods solve
the equations simultaneously at all computational points at a given
time. If, due to boundary conditions and assumptions, the set of
Shallow Water equations are non-linear, iteration is needed in
order to find the solution (Richtmeyer, 1957).
Table 2
Summary of model meshes, sizes and boundary condition types.

Test Case Grid size Grids counts Roughness C( Chezy)
N (manning)

1a 100 � 100 m 100 � 2 cells C ¼ 50
1b 100 � 100 m 100 � 2 cells C ¼ 50
1c 10 � 10 m 400 � 11 cells C ¼ 50
1d 10 � 10 m 400 � 11 cells C ¼ 50
2a 10 � 5 m 505 � 22 cells C ¼ 50
2b 10 � 5 m 505 � 22 cells C ¼ 50
2c 100 � 100 m 598 � 133 cells C ¼ 50
3 2 � 2 m (10 � 10

for other soft.)
350 � 50 cells n ¼ 0.03

4 20 � 20 m 100 � 100 cells n ¼ 0.03
5 5 � 5 m 60 � 20 cells n ¼ 0.05
6 5 � 5 m 200 � 400 cells n ¼ 0.05
7 50 � 50 m 160 � 340 cells n ¼ 0.04
8a 0.1 � 0.1 m 36 � 990 cells n ¼ 0.01
8b 2 � 2 m 36 � 990 cells n ¼ 0.05
9 0.05 � 0.05 m 72 � 716 cells n ¼ 0.01
Numerical stability and convergence issues need to be
addressed, while solving the ShallowWater equations numerically.
In order to prevent error propagation in explicit methods, the
Courant Frederichs Levy (C.F.L.) condition is imposed. This relates
the time step to the spatial discretisation and the wave speed, i.e.
the time step must be less than or equal to the ratio of the reach
length to the minimum dynamic wave celerity Dt � Dx=c.

Godunov-type methods can be explicit or implicit. Generally,
however, they are explicit in time and, accordingly, the allowed
time step is restricted by the C.F.L. stability condition. These
methods are in general based on non-staggered grids and can
achieve first order accuracy. Godunov-type methods were origi-
nally developed for gas dynamics and were then later extended to
hydrodynamics on the basis of the analogy between the equations
for isentropic flow of a perfect gas with constant specific heat and
the Shallow Water Equations (Toro, Leveque).

Semi-implicit methods can be unconditionally stable and still
computationally efficient. A semi-implicit method that conserves
the fluid volume, applied to channels with arbitrary cross-sections
was introduced by Casulli and Zanolli, (1998). However, these
methods have to be carefully considered, especially in the case
when the physical conservation property of momentum is not
satisfied, since incorrect results arise if the methods are applied to
discontinuous problems. However, when a semi-implicit scheme
using the efficiency of staggered grids is combined with the
conservation of both fluid volume and momentum then problems
addressing rapidly varying flow can be solved (Stelling and
Duinmeijer, 2003).

There are a number of different numerical schemes embedded
in different codes, for example: the weighted four point-
Preissmann scheme (Preissmann, 1960), Godunov-based methods
(LeVeque, 1992), the the weighted six-point Abbott-Ionescu
scheme (Abbot and Ionescu, 1967), and TVD (Total Variation
Diminishing) schemes (Toro, 1997). Each numerical scheme has its
own advantages and disadvantages. Below schemes relevant to this
paper are discussed.

The first schemes developed for hydrodynamic computational
codes were the fully implicit schemes of Preissmann and
AbotteIonescu during the 1960s. These schemes have developed
over time (most significantly in terms of graphical user interfaces
GUI), but remain themost popular andwidely used in commercially
available software. Two examples of codes that use the Preissmann
scheme are DAMBRK, which was developed by the US National
Weather Service, and ISIS which was developed by Halcrow and HR
Wallingford in the UK. An example of a code using Abbott-Ionescu
scheme is Mike11, developed at Danish Hydraulic institute.
Boundary conditions Time step Time span

Upstream Downstream

Constant Discharge Constant Water Level 5 s 150 min
Constant Discharge Constant Water Level 5 s 150 min
Constant Discharge Constant Water Level 5 s 150 min
Constant Discharge Constant Water Level 5 s 150 min
Varying Discharge Constant Water Level 30 s 130 min
Varying Discharge Constant Water Level 30 s 130 min
Varying Discharge Constant Water Level 5 s 150 min
Varying Water Level N/A (wall) 60 s 20 h

Varying Discharge N/A (wall) 60 s 48 h
Varying Water Level N/A (wall) 2 s 15 min
Varying Discharge N/A (wall) 60 s 5 h
Varying Discharge N/A (wall) 60 s 30 h
N/A (initial water level) 1 s 2 min
N/A (initial water level) 15 s 30 min
N/A (initial water level) 1 s 2 min



Fig. 3. Modelled and analytical solution of M1, M2, S2, and S3 types of flow (Test 1a, 1b, 1c, 1d).
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Godunov developed amethod to solve the non-linear systems of
the hyperbolic conservation laws describing fluid flow. As a result,
the scheme is able to solve the Riemann problem by including
various approximate Riemann solvers (Toro, 1997). The Riemann
problem is a discontinuity of the conservation law and of piecewise
constant data (LeVeque, 1992). Godunov-based schemes with
various Riemann solvers are used in river modelling software such
as Infoworks RS 2D (Roca and Davison, 2009), TRENT (Villanueva
and Wright, 2006) and BreZo (Begnudelli et al., 2008).

The TVD method is able to solve the competing requirement of
high order of accuracy and the absence of unphysical oscillations in
Fig. 4. Test 2a and 2b, Stage discharge in straight channel.
the vicinity of large gradients (Toro, 1997). A Riemann solver can
also be integrated with this method to handle shock capturing.
Furthermore, TVD upwind schemes, where the solution in space
develops from left to right, are the extension of the Godunov first
order upwind method. The TVD scheme has been implemented in
the ISIS 2D software (Lin et al., 2006).

Finally, XBeach uses the Stelling and Duinmeijer scheme
(Stelling and Duinmeijer, 2003), combining the efficiency of stag-
gered grids with momentum conservation properties needed to
ensure accurate results for rapidly varied flows and expansion and/
or contractions. This method is very efficient in simulating large
scale inundation (Stelling and Duinmeijer, 2003).

2.1.1. XBeach formulation
XBeach uses a rectilinear, non-equidistant, staggered grid. This

discretisation calculates bed level, water level, water depth and
concentration of sediment at cell centres while velocities and
sediment transport are calculated at the cell border. Velocities at
Fig. 5. Test 2c: Flow pattern in meandering channel.



Fig. 6. a. Test 3 e wetting and drying of a disconnected body (results recorded on the
downslope of the initial bump).

Fig. 7. Test 4 e Low momentum flow.
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the cell centres are obtained by interpolating the results from the
four surrounding points (Roelvink et al., 2009).

The shallow water equations that are used in XBeach are two
dimensional, non-conservative, and are as follows:

Continuity:
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þ vhv

vy
¼ 0 (3)
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Here sbx, sby are the bed shear stresses, h is the water level, Fx, Fy
are the wave-induced stresses, nt is the horizontal viscosity and f is
the Coriolis coefficient (Roelvink et al., 2009).

The other notations in the equations are:
h ¼ water level
t ¼ time
x, y ¼ distance
u,v ¼ water velocity
f ¼ Coriolis coefficient
r ¼ water density
g ¼ gravity force per unit mass
nt ¼ horizontal viscosity
h ¼ water depth
sbx, sby ¼ bed shear stresses
Fx, Fy ¼ wave-induced stresses
A first order upwind explicit schematisation with an automatic

time step is the preferred numerical method used in XBeach
(Roelvink et al., 2008), due to the many shock-like characteristics
which occur in hydrodynamic and morphodynamic behaviour
(Stelling and Duinmeijer, 2003). The discretisation is similar to the
one developed by Stelling and Duinmeijer in its momentum-
conserving form, hence it is able to capture shocks and is very
suitable for ’drying and flooding’, allowing for combinations of sub-
and supercritical flows.

The developers of XBeach selected upwind scheme in order to
avoid numerical oscillations of many shock-like phenomena, which
occur in coastal and flooding situations.

The scheme is able to avoid shock oscillations introduced by the
additional dissipative term (Hibberd and Peregrine, 1979). As
a result, the upwind scheme, together with a staggered grid, makes
the model robust (Roelvink et al., 2009).

In this paper, XBeach is tested against a number of cases; firstly
it is compared to the calculation results from semi-analytical
solutions. Second, it is tested against the results from different
fluvial codes based on various cases (Heriot Watt, 2009). The last
comparison is against an experimental case in a laboratory envi-
ronment (Soarez-Frazao and Zech, 2008). Table 1 provides an
overview of the tests undertaken.



Fig. 8. Test 5 e momentum conservation.

Fig. 9. Test 6 e flood propagation over a plain.
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3. Test cases

3.1. Semi-analytical solution comparison

There are certain fluvial hydraulic scenarios which can be solved
using semi-analytical methods. These cases provide the starting
point for testing the capability of XBeach in the fluvial environ-
ment. In addition to the cases that have semi-analytical solutions,
there are also cases where known fluvial behaviour can be tested.

The first test examines XBeach’s capability to model simple
cases such as gradually varied flow and backwater effects, Test 1a-d.
The code was tested to model mild slope types (M1 and M2) and
steep slope types (S2 and S3) (Chow, 1959; Cunge et al., 1980).

In the mild slope case (1a and 1b), a fragment of very wide river
is modelled of a 100mwidthwith frictionless walls on both sides. A
gentle slope of 0.001 is created in the model bathymetry over
a 10 km distance. Uniform roughness with a Chézy coefficient of
C ¼ 50 is applied. For the M1 case (Test 1a), a constant discharge of
2 m3/s/m is introduced at the upstream boundary and a constant
5 m water level boundary condition in downstream. These condi-
tions at the boundaries generate an M1 flow curve which varies
from a water level of 1.17 me5 m.

The M2 flow curve (Test 1b) was set up using a 5 m3/s/m
discharge at the upstream boundary and a critical depth of 1.37m at
the downstream boundary of the model. These boundary condi-
tions generate a normal water depth of 2.15 m at the upstream
boundary.

The cases 1c and 1d are the steep slope cases, here the S2 and S3
flow curves are generated using a 5 km long channel with various
bedslopes (i.e. 0.03, 0.01and0.001), as shown inFig. 2. Theupstream
boundary condition is set as a constant discharge of 5 m3/s/m, and
the downstream boundary condition of 2.15 m water level. The S2
flowcurveoccurs after the transition fromthe0.001 to the0.03 slope
and the S3 flow curve at the transition from 0.03 to 0.01 slope.

The second theoretical case (Test 2a) is a straight trapezoidal
channel with a flat floodplain on both sides. The model uses
a uniform value of Chézy roughness coefficient for both the main
channel and floodplain area. The test investigates the two dimen-
sional flow calculations of the software. Furthermore, Test 2b
investigates the case of an embanked floodplain to examine the
hydraulic representation of a disconnected waterbody.

Case 2a was modelled using a 5 km long, straight channel, with
a 0.001 slope and a river cross-section of 30 mwidth (bottom), 2 m
deep and floodplain of 30 m each side. The upstream boundary
condition was a varying discharge from 50 to 700 m3/s with the
peak discharge occurring after 43.3 min and a minimum value after
60 min. The dimensions of the channel were set so as to allow an
overflow at the peak flow. In Case 2b dikes are constructed on both
banks of the channel.

More complex, and realistic, hydraulic behaviours throughout
the domain are found in meandering channels. A perfect sinusoidal
meander with no slope was modelled (Test 2c). This test investi-
gates the water flows from the main channel to floodplain and vice
versa, secondary flow in the curved channel and velocity distri-
butions as well as flood wave behaviour.

For Case 2c the modelled reach uses a rectangular channel 50 m
wide and 5 m depth, with a length of 4.50 km. The actual model
domain was only 3 km as the meanders were introduced to create
the extra length in the main channel. The total width of the
floodplain was 600 m on both river banks. A zero bed slope was
applied in this case, in order to model flow in the channel only as



Fig. 10. Test 6 e flood propagation over a plain (cont).
Fig. 11. Test 7 e dam break over a valley (head of the valley).
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a result of the upstream boundary condition. This was set as
a varying discharge (from 200 m3/s to 1000 m3/s),

3.2. The Environment Agency 2D benchmarking study (EA2D)

In 2009, the Environment Agency of England and Wales carried
out a benchmarking study for 2D software. The benchmarking was
undertaken to ensure that codes used for fluvial studies commis-
sioned by the Agency were appropriate for use in assessing flood
risk. The project was led by Heriot Watt University (Heriot Watt,
2009) and the simulations were set up and carried out by various
model developers throughout the world. The final report of this
study is available to the public (Neelz and Pender, 2010). Six out of
eight EA2D tests were chosen to test the ability of XBeach in fluvial
modelling situations. For this study comparisons were made to
InfoWorks RS 2D and ISIS 2D.

Test 3 (the first test of the EA2D project) investigates the code’s
capability to handle wetting and drying of a disconnected water-
body. Awater level fluctuation is introduced in the model with two
low points disconnected by a bump. The modelled domain is
100 m � 700 mwith a large bump in the middle of the bathymetry
of 10.25 m elevation, in order to disconnect the water bodies once
the water level is lower than the elevation of the bump. The
boundary conditions imposed were varying water levels at the left
side of themodel (between 9.70m and 10.35m at time t¼ 1 he11 h
and than decreasing water levels back to the value of 9.7 m). The
water level and velocity at two locations are compared.

Test 4 determines inundation extent with lowmomentum flows
in a complex topography. Furthermore, it also examines the
disconnected waterbody, wetting and drying of a floodplain,
inundation extent and looks at final depth rather than maximum
depth. Themodel domain is a sloped plain in two directions with 16
depressions included in the terrain to retain a portion of the water
that flows in from upper corner of the domain. The model covers an
area of 2000 m � 2000 m with 16 depression each of 0.5 depth.
There is an overall slope of 1:1500 in the north direction and
1:3000 towards the east, resulting in a w2 m drop of elevation
between top left corners to bottom right corner.

The inflow boundary conditionwas located at the top left side of
the domain over a length of 100 m, with a discharge value of 20m3/
s for a period of 75 min starting at time t ¼ 10 min. All other
boundaries of the domain are closed boundaries.

The fifth test simulates momentum flow over a barrier. This
capability is important in sewer or pluvial flood modelling in urban
floodplain areas. The domain consists of a steep slope to accelerate
the inflow and a bump to disconnect it from another depression.
The boundary condition is a discharge of 65.5 m3/s for 10 s starting
at time t ¼ 5 s with a peak at time t ¼ 15. The model is 300 m long
with a bump of 25 cm height. The domain consists of a steep slope
to accelerate the inflow and a bump to disconnect it from another
depression. The volume of the inflow is just enough to fill the
depression. Water is expected to overtop the bump due to the force
of momentum and settle in the depression behind the bump. This
test differentiates codes which incorporate the full momentum
terms and those that do not.

Case 6 tests the simulation of flood propagation over a wide
floodplain following a dike failure. A high burst inflow is applied at
the breach point, and a wide flat floodplain is modelled to test the
propagation of a floodwave and velocities at the leading edge of the
flood wave. The modelled area is a 1000 m � 2000 m of flat



Fig. 12. Test 7 e dam break over a valley.

Fig. 13. Test 8a e dam break over a building, laboratory scale.

I.M. Hartanto et al. / Environmental Modelling & Software 26 (2011) 1685e16951692
topography. The inflow boundary condition reaches a peak
discharge of 20 m3/s at time t ¼ 60 min and continues constantly
with this value for a further 180 min. The inflow is located in the
centreof the left boundaryof themodel. Theobjective of the test is to
examine the capabilityofXBeach tosimulate the speedoffloodwave
propagation and predict transient velocities and depths. The test is
applicable for fluvial and coastal flooding caused by a dike breach.

The penultimate EA2D test (Test 7) models the simulation of
afloodwave propagation following a dam failure thatflows through
a river valley. The case tests the software’s capability in simulating
major flood inundation and flood hazard prediction that arises from
adambreak scenario. The softwarewas expected tobe able tomodel
a high burst discharge over steep andmild bed slopes involving both
subcritical and supercritical flow. The test has a skewed discharge
boundarywith peak flowof 3000m3/s at time t¼ 10min for 10min
and slowly decreases thereafter for a further 80 min.

Test 8 is adapted from a benchmark test case from the IMPACT
project (IMPACT, 2005; Soares-Frazao and Zech, 2002). This test
examines the capability of the software to simulate hydraulic
jumps and the wake zone behind a building. The test consists of
two cases, the laboratory scale (1:20) (Test 8a) and the realistic
scale (Test 8b). The scale of the scaled model is 1:20. The dam size is
3.6 m � 99 m with a breach of 1 m wide in the middle of the dam
(6.75 m from the left side of the dam). The initial water level in the
reservoir behind the dam is 0.20 m, while the water level in the
floodplain area is set to a value of 0.02 m (a wet bed domain). A
model of a building is set in the floodplain in line with the dam
breach location. Test 8b is a dam break case at real scale. The size of
the computer model is obtained by multiplication with 20.
Therefore the initial water level at the dam is 8.00 m and in the
floodplain area is 0.4 m.

3.3. Experimental case comparison

The experimental test is based on the paper by Sandra Soares-
Frazao and Zech (2008). The physical model represents an urban
area with 25 buildings blocks flooded by a dam break simulation
of a reservoir (Soarez-Frazao and Zech, 2008). The main differ-
ence between this test (Test 9) and the last test of EA2D project is
the complexity of the obstacle. In this case there are many
buildings and simulated streets. The capability to model
hydraulic jump and complex flow through urban areas is there-
fore investigated.

Details on the models meshes, sizes and boundary condition
types are given in Table 2. The Courant number used is not included
in the table, but remains the same for all tests. The number used is
0.9.

4. Results and discussion

For the backwater cases comparing the modelled results with
the semi-analytical results shows deviations (Fig. 3). In the M1 and
M2 cases, a difference is observed at the boundary while for the S2
and S3 cases, the deviation occurs along the profiles, from the point
of disturbance until the solution reaches normal depth. These
anomalies occur at the transition from mild to a steep slope (M2,
S2), while smaller differences are observed at the transition from



Fig. 14. Test 8b e dam break over a building, realistic scale.

Fig. 15. Test 9 e Laboratory experiments.
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steep to mild slope (M1, S3). This is due to the transition from
subcritical to supercritical flow and shows the ability of the code to
capture shocks. Boundary conditions also show inconsistencies.
The inconsistency in results observed at the boundary is due to the
implementation of a flow boundary condition, which is currently
represented using velocity vectors. These are implemented at the
centre of each cell situated in the boundary.

For Test 2a and 2b, the straight trapezoidal channel, good results
are obtained in the case of overland flow prediction and Fig. 4
indicates that the hydraulic behaviour of flow on the floodplain is
reasonably modelled. The hysteresis effects can clearly be seen in
both figures (a and b), indicating the behaviour of the fluid as it
flows out of bank. In the case of the embanked river, a distinctive
transition can be observed in the hysteresis as the water overtops
the levees and accommodates the available volume below. For Test
2c, Fig. 5 shows the patterns of flow in a meandering channel.
Known behaviours such as water flows in to the main channel, and
flow distribution characteristics in a channel with floodplain are
observed (Muto et al., 1999). The flood wave progressing down the
main channel ahead of the flow distribution on the flood plains can
be observed. Tests 2a, 2b and 2c perform well and demonstrates
that the celerity of propagation of a fluvial flood wave is repre-
sented well in the numerical scheme in a variety of scenarios.

For Test 3, the incoming water is expected to fill the depressions
in the domain. Fig. 6a and b shows that XBeach compares well with
ISIS 2D and Infoworks RS 2D for this test. A small instability can be
observed following maximum depth, on the downslope of the first
bump (Fig. 6a). Each computational code compared gives margin-
ally different results. Additionally, differences are observed at initial
and final water depths, which are of the order of a few millimetres.
In general however, the results of Test 3 show a good comparison to
other fluvial computational codes.

On the other hand, Fig. 7 shows the results of Test 4, where
significant differences between codes can be observed. Due to
the wet/dry threshold value that was set in XBeach, a greater
number of dry depressions are observed than anticipated. The
closer to the inflow location that the result is sampled the more
favourable the XBeach comparison with other codes. However
XBeach performs poorly in this test. The reason for this behav-
iour is that the threshold value of the wetting and drying algo-
rithm is high. This means the domain retains 2 cm of water when
it should actually be dry. This is due to the mathematical
formulation of the problem whereby for Manning’s equation the
depth (d) calculation is completed with the Manning coefficient
located in the denominator and hence the expression generates
errors. The problem could be avoided if the Chézy equation is
used instead of Manning. The use of the Manning equation was
due to the test requirements where the Manning model is the
preferred roughness representation in the fluvial environment
for the Environment Agency. This issue can be neglected when
modelling real rivers, since the 2 cm threshold does not impact
significantly at the larger scale.

Fig. 8 shows the results of Test 5, momentum conservation, and
indicates that there are minor differences between the codes.
Firstly an instability occurred in the XBeach solution, close to
maximum depth. Secondly, different final water levels for each
code were observed, although all codes calculate water levels close
to the expected 10 m mark. These differences are considered to be
marginal for this case, and all codes demonstrate that momentum
conservation is captured in the numerical formulation. The results
of Test 6 are shown in Figs. 9 and 10. The results of the three codes
give different values of velocity and water levels at the tested
nodes. All show the general behaviour of half circle flood extents.
From the results in Fig.10 different values recorded at test nodes are
observed. However, the arrival times for all nodes are approxi-
mately the same for all codes. After the arrival of the peak at the
nodes differences in the predictions are observed. In general flood
propagation over a plain and the momentum conservation tests
(Tests 5 and 6) report good results. XBeach is able to model the
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required scenarios, and reproduce expected flow behaviour in
a comparable manner to the other two river codes.

For the realistic scale dam break test (Test 7), XBeach gives
a higher final water level result than the other tested codes and
a lower value for flow velocities for nodes located at the head of the
valley (Fig. 11). This trend is less evident further down the valley
(Fig.12). This is explained by the fact that Xeach is using a first order
scheme, which is dissipative. However, for Test 8a (the EA2D
laboratory small scale model), where the code’s ability to reproduce
hydraulic jumps at a laboratory scale is investigated, noticeable
differences between the three codes for computed water depth and
velocities can be seen (Fig. 13). When this is translated into the
realistic scale (Test 8b) however, a similar result is observed for all
three codes (Fig. 14).

The result from the dam break case through a valley (Test 7),
and dam break over a building (Test 8b) gives comparable
results to InfoWorks RS 2D and ISIS 2D. However, the small scale
results show poor agreement (Test 8a), which is to be expected.
Nevertheless, if Froude scaling is applied between the small
scale measurement and simulation real scale computations for
XBeach, a good match is found, which cannot be said for the
other codes.

Finally, for Test 9, the comparison between XBeach and
measured laboratory results of a dam break experiment over an
urban area shows large differences between the two, especially
at the street level. Improved results are likely if the computa-
tional mesh were to be refined significantly, however computa-
tional time would increase. This modification on the scale
required however would be difficult. The structured rectangular
grid that is used in XBeach can lead to a large number of cells, if
it is applied to a detailed complex system at real scale such as
a meandering channel, bifurcation or an urban area, however it
gives a quick solution when modelling low complexity fluvial
system. Highly complex river systems, which are solved only by
using large domains, detailed meshes and long computational
times, can be addressed by running such cases in a parallel
manner, on multiple processor computers or by making use of
grid computing.

5. Conclusions

The Shallow Water equation solver in XBeach has been seen to
work well for river modelling scenarios, when compared to other
codes developed for the fluvial environments. Furthermore, with
an open source licence, any user may improve the software or add
flexibility. However, some deficiencies are acknowledged. The
existing representation of the boundary conditions, while adequate
for coastal environments, was not always applicable for fluvial
modelling purposes, especially in the case of upstream flow
conditions. A small sub-routine was implemented, however further
refinement is warranted.

There are several cases for which the software can be further
tested, such as spillways, chute blocks, etc, whichwere not tested in
this study. The main objective of this benchmarking study was to
see the capability of the software to represent floods in rivers using
this coastal software. The assumption under which the Shallow
Water equations are solved using Xbeach restricts application of
these equations for flow problems with a steep bed slope, partic-
ularly for the supercritical cases. Consequently testing spillways
with this code would imply changes were implemented so that
supercritical cases can be tested as well. Pipe flowwas not tested in
this study.

Codes treating coastal problems address the wetting and
drying of computational cells differently from 2D river modelling
which result in different inundation patterns. This can be
overcome by imposing a different threshold value than that used
in coastal applications of XBeach. Similarly in the coastal envi-
ronment Chézy is the roughness representation of choice. Trans-
ferring to the fluvial environment for this study requires the
implementation of a sub-routine to change the roughness coeffi-
cient, in this case to Manning’s. Further modification should be
implemented.

XBeach uses a structured staggered grid which can be inflexible
for representing complex fluvial geometries. As a recommendation
for further development of XBeach, it is suggested that an
unstructured grid option is investigated so as to avoid very fine
grids.

Finally, the conclusion of this research opens up the possibility
to use this model for both hydraulic and potentially morphological
problems in fluvial, coastal and hence transition areas.
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