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Chapter 1

Introduction

Since the beginning of the new Millennia, we have witnessed the emergence of the New
Network Science, or the science of Complex Networks [4]; this new field is considered
as a stand-alone science although it encompass elements from physics, mathematics,
and computer science (see Figure [[I)). Specifically, the science of Complex Networks
deals with the structure and behavior of complex systems that can be modelled as
graphs, namely mathematical structures consisting of objects, nodes, or vertices, which
are connected with lines, links, or edges. The fundamental difference between graphs
from conventional graph theory and complex networks consists of the number of nodes
(small for conventional graphs, up to several millions for complex networks) and the
interconnection topology (regular, Euclidian lattice for conventional graphs, as opposed
to complex and irregular for complex networks).

Network Science

i\

=

Figure 1.1: A general overview on Network science, highlighting the convergence of
Physics (Complex Systems), Mathematics (Graph Theory), and Computer Science and
Engineering (Algorithms and Databases).

Although the field of Complex Networks is implicitly multidisciplinary, it is mostly
related to physics, specifically to statistical physics and complex systems. The prac-
tical applications of such tremendous theoretical developments are extensive: biology,
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medicine, economy, social sciences, engineering (including electrical engineering and
computers), computer science, and physics. As such, considering the field of applica-
tion, the vast domain of Complex Networks can be divided in:

¢ Biological networks: disease networks, food networks in given environments,
gene networks, pathway networks, metabolic networks, protein interaction net-
works, drug interaction networks, etc.

e Technological networks: computer networks, the world wide web, road and
transportation networks, power distribution networks, electronic components net-
work, computer software class networks, etc.

e Social networks: online social networks, political networks, economic networks,
friendship networks, collaboration networks, etc.

e Semantic networks: LISP semantic network, natural language word networks,
ete.

As a consequence, technological complex network techniques and methodologies can
be used in Computer Engineering applications which entail a big amount of complexity
[136]. At the same time, the overarching field of Information Technology includes various
approaches where computer algorithms and applications are used for the advancement of
biology, medicine, pharmacology, or social physics. Indeed, the last decade has witnessed
significant progress in personalized or precision medicine, based on big data techniques
and computer technologies such as Complex Network Analysis, Machine Learning (in-
cluding Deep Learning) [44]. Moreover, the advance in social system physics has gain a
lot of momentum since the global dissemination of Online Social Networks [5].

1.1 Motivation

Our main motivation in research is to find solutions for problems pertaining to com-
puter engineering and information technology, by finding inspiration in physics. As
such, our previous research, during the PhD program and the period 2004-2012 was
focused on quantum computing, namely quantum algorithms, assessing and improving
the reliability of quantum circuits.

Since 2012, after being exposed to the seminal ideas of the new science of complex
networks, our research started to target the application of network science in computer
engineering and information technology. As Figure shows, the first application is in
the field of Computer Engineering. Specifically, our goal is to find efficient techniques
for design space exploration of multi-core, networks on chip (NoC) computer architec-
tures. One of the most critical aspects of such NoC systems is represented by inter-core
communication traffic which is mediated by the on-chip network communication infras-
tructure. The fact that the on-chip networks have regular topologies, as required by
physical circuit implementation technology, are making the NoC systems prone to data
traffic congestions. We propose fractal topologies for on-chip interconnection in NoC
systems as they can be both regular (therefore, amenable to physical implementation)
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and efficient in alleviating data traffic congestions. Indeed, we prove the efficiency of
fractal NoC topologies by using the methods of complex network analysis.

Network Science

Computer Information
Engineering Technology

NoC Architecture Social Networks
Systems Pharmacology
Network Medicine

Figure 1.2: Applications of Complex Network Science in Computer Engineering (NoC
Fractal Architectures) and Information Technology (Social Networks, Systems Pharma-
cology, and Network Medicine).

The second application of complex network science targets the field of social net-
works. As such, we analyze on of the most researched aspects in this field, namely opin-
ion spread models [I][3]. We opted for using computer simulation as research method-
ology to evaluate and test these opinion spread models in social networks, because a
mathematical analysis is not able to provide tools that cope with the huge complexity
of social network topologies. For instance, in order to allow for mathematical anal-
ysis some social network researchers use simple, regular topologies such as lattice or
fully connected networks [3], while others use random networks as this type of complex
topologies can be analyzed by using statistics [30]. Therefore, by using the increased
analytical power of computer simulation we show that our new model of opinion inter-
action and spreading in social network generates more realistic patterns. Our model
is inspired from the research of Acemoglu et al. [I][3] which assumes the presence of
so-called stubborn agents (i.e. social network agents which do not change their opinion)
and that the degree of being influenced by other opinions is weighted by the trust factor,
which is a fixed value assigned at the beginning of simulation for each social agent. We
add to Acemoglu’s model a new type of agents, namely null agents who do not have
any opinion, as well as time variability in the trust factor which we call tolerance. The
rules that govern the evolution of one agent’s tolerance toward other agents’ opinions
are inspired from social psychology [185].

We also applied network science in information technology by aiming at providing
computer-based solutions for pharmacological and medical problems. One such approach
uses the international public database drugbank.ca [205] in order to build a drug-drug
interaction network, where nodes represent drugs whereas links represent drug-drug
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interaction relationships between the drugs. By employing 2D force-directed layout
algorithms [147] and modularity class clustering [144], we automatically segregate drug
communities which can be associated to specific drug properties [I90]. In turn, drug
property associations discovered with our methodology can be employed for predicting
new interactions or for performing drug repositioning (repurposing) [I71][123]. The
methodological framework which uses a dual clustering technique, namely energy-model
layouts and modularity classes, can also be used in other medical applications such
as finding patient phenotypes in order to foster personalized treatment and precise
diagnostics. To this end, we used the aforementioned dual technique in order to define
precision clusters in a large database of Obstructive Sleep Apnea Syndrome (OSAS)
patients [120]. By analyzing the accurately described patient phenotypes, we are able
to introduce a new OSAS prediction score that achieves a drastically improved prediction
specificity with respect to the state of the art [192].

1.2 Research Path

Our PhD research activity was related to domains such as Quantum Computing, Com-
puter Reliability, and Evolvable Hardware; this activity was supported by the following
research grants:

e Mihai Udrescu (director), Mircea Vladutiu, Oana Boncalo, Alexandru Amaricai,
Virgil Petcu, Cristian Ruican, Nicolae Velciov. ”Fault Tolerant Design of Quantum
and Reversible Circuits (Proiectarea Circuitelor Cuantice si Reversibile Tolerante

la Defectare”, R&D Grant CNCSIS, Type A, 380/2007 (Total value: 159000 ROL)

e Mircea Vladutiu (director), Mihai Udrescu (member), Lucian Prodan, Oana Boncalo,
Alexandru Amaricai, ”Bioinspired Computer Architectures for Reversible and
Quantum Logic Circuits (Arhitecturi Bioinspirate de Calcul pentru Circuite Logice
Reversibile si Cuantice)”, R&D Grant, PNII IDEI 17/2007 (Total value: 440000
ROL)

e Mircea Vladutiu (Director), Mihai Udrescu, Lucian Prodan, Oana Boncalo, Alexan-
dru Amaricai, Versavia Ancusa, Nicolae Velciov, Alin Anton, ”Bioinspired Design
of Applications on Reconfigurable Platforms (Proiectarea Bioinspirata a Aplicati-
ilor pe Platforme Reconfigurabile)”, R&D Grant, CNCSIS Type A 643/2005 (Total
value: 67800 ROL)

The main PhD research activity results, as well as results from our post-PhD ac-
tivity prior to the Complex Network period were reported in the following (selected)
publications:

e Books

B1 Mihai Udrescu, Lucian Prodan, Emerging Computing Systems: Quantum
Computing From a Computer Engineering Perspective, in Colectia Calcu-
latoare, Editura Politehnica, Timisoara, Romania, 2013, [128 pages|, ISBN
978-606-554-684-4.
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B2

Mihai Udrescu, Quantum Circuits Engineering, in Colectia Calculatoare, Ed-
itura Politehnica, Timisoara, Romania, 2009, [227 pages|, ISBN 978-973-625-
815-2

e Journal papers

J1

J2

J3

Mihai Udrescu, Lucian Prodan, Mircea Vladutiu, Simulated Fault Injection
Methodology for Gate-Level Quantum Circuit Reliability Assessment, Simu-
lation Modelling Practice and Theory, 23, 1, 60-70, 2012 [I[F=1.159, Q2 —
Computer Science, Software Engineering]

Oana Boncalo, Alexandru Amaricai, Mihai Udrescu, Mircea Vladutiu, Quan-
tum Circuit’s Reliability Assessment with VHDL-Based Simulated Fault In-
jection, Microelectronics Reliability, 50, 2, 304-311, 2010 [I[F=1.137]

Lucian Prodan, Mihai Udrescu, Oana Boncalo, Mircea Vladutiu, Design for
Dependability in Emerging Technologies, ACM Journal of Emerging Tech-
nologies in Computing, 3, 2, Article 6, 2007 [IF=0.759]

e Conference papers

C1

C2

C3

C4

C5

C6

Cristian Ruican, Mihai Udrescu, Lucian Prodan, Mircea Vladutiu, Genetic
Algorithm Based Quantum Circuit Synthesis with Adaptive Parameters Con-
trol, IEEE Congress on Evolutionary Computation (CEC), pp. 896-903,
Trondheim, Norway, May 18-21 2009 [WoS]

Cristian Ruican, Mihai Udrescu, Lucian Prodan, Mircea Vladutiu, Quantum
Clircuit Synthesis with Adaptive Parametres Control, EuroGP2009. FEuro-
pean Conference on Genetic Programming (Springer-Verlag Berlin Heidel-
berg, LNCS), LNCS 5481, pp. 339-350, Tubingen, Germany, Apr 15-17,
2009 [WoS]

Mihai Udrescu, Lucian Prodan, Mircea Vladutiu, Implementing Quantum
Genetic Algorithms: A Solution Based on Grover’s Algorithm, 3rd ACM In-
ternational Conference on Computing Frontiers (CF’06), pp. 71-82, Ischia,
Italy, May 2-5, 2006

Mihai Udrescu, Lucian Prodan, Mircea Vladutiu, Simulated Fault Injection
in Quantum Circuits with the Bubble Bit Technique, in Proceedings ICAN-
NGA, Springer Adaptive and Natural Computing Algorithms, pp. 276-279,
Coimbra, Portugal, Mar 21-23, 2005 [WoS]

Lucian Prodan, Mihai Udrescu, Mircea Vladutiu, Multiple-Level Concate-
nated Coding in Embryonics: A Dependability Analysis, Proceedings GECCO
(ACM/SIGEVO), pp. 941-948, Washigton DC, USA, Jun 25-29, 2005

Mihai Udrescu, Lucian Prodan, Vladutiu, Improving Quantum Chircuit De-
pendability with Reconfigurable Quantum Gate Arrays, Proceedings 2nd ACM
International Conference on Computing Frontiers (CF’05), pp. 133-144, Is-
chia, Italy, May 4-6, 2005
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C7 Mihai Udrescu, Lucian Prodan, Vladutiu, The Bubble Bit Technique as Im-
provement of HDL-Based Quantum Circuits Simulation, Proceedings IEEE
38th Annual Simulation Symposium, pp. 217-224, San Diego CA, USA, Apr
2-8, 2005 [WoS]

C8 Mihai Udrescu, Lucian Prodan, Vladutiu, Using HDLs for Describing Quan-
tum Chircuits: A Framework for Efficient Quantum Algorithm Simulation,
Proceedings 1st ACM Conference on Computing Frontiers, pp. 96-110, Is-
chia, Italy, Apr 14-16, 2004

Also, as a recognition of our activity in the fields of digital design, electronic design
automation, quantum and reversible computation, computer reliability we were invited
to join ICT COST Action IC1405 ”Reversible computation - extending horizons of
computing” as substitute Management Committee member. Moreover, we served as
reviewer for several prestigious computer and software engineering journals:

Revl IEEE Transactions on Computers (IEEE TC), ISSN 0018-9340, during 2010-2014.

Rev2 TEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems
(IEEE TCAD), ISSN 0278-0070, during 2010-2016.

Rev3 IEEE Transactions on Evolutionary Computation (IEEE TEVC), ISSN ISSN 1089-
778X, during 2006.

Rev4d ACM Transactions on Embedded Computing Systems (TECS), ISSN 1539-9087,
during 2012.

Revb Simulation Modelling Practice and Theory, Elsevier, ISSN 1569-190X, during
2012-2015.

Rev6 International Journal of Computer Mathematics, Taylor & Francis, ISSN 0020-
7160, during 2012-2015.

Rev7 Microelectronics Journal, Elsevier, ISSN 0026-2692, during 2009-2014.

Rev8 ACM Journal on Emerging Technologies in Computing Systems (JETC), ISSN
1550-4832, during 2007.

Rev9 Mathematical Problems in Engineering, ISSN 1563-5147, during 2016.

We also served as Program Committee member for some prestigious international
conferences, specialized in the fields that were targeted by our post-PhD research period,
prior to our research visit at Carnegie Mellon University:

PC1 IEEE/ACM International Conference on Hardware/Software Codesign and Sys-
tem Synthesis (CODES+ISSS), during 2013-2014.

PC2 IEEE Congress on Evolutionary Computation, during 2009.

PC3 IEEE International Conference on Computer and Information Technology, during
2007-20009.
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PC4 TEEE International Symposium on Design & Diagnostics of Electronic Circuits &
Systems, during 2008-2016.

However, as quantum computers are still a long way from practical implementation
and the number of quantum algorithms is still limited, we aimed at finding new hori-
zons at the frontier between physics and computation. As presented in Figure [[3] in
order to find new momentum for our research, in 2011 we made a research visit at the
System Level Design (SLD) Group from the Department of Electrical and Computer
Engineering, Carnegie Mellon University. During the visit and afterwards, we kept the
same underlying research approach of analyzing and advancing scientific fields, and them
apply the results in engineering applications. Our scientific and engineering contribu-
tions contributions in the field of Complex Networks pertain to: technological networks
(NoC communication), social networks (opinion spread models), and biological networks
(drug-drug interactions, patient disease networks).

In order to pursue of research goals, we opened durable collaborations with pro-
fessor Radu Marculescu (Carnegie Mellon University) and Paul Bogdan (University of
Southern California); also, we assembled a multidisciplinary local team with people
from University Politehnica of Timigoara, Department of Computer and Information
Technology and ”Victor Babeg” University of Medicine and Pharmacy from Timigoara
(Department of Pulmonology and Faculty of Pharmacy).

Network
Physics of

o Medici
Network Statistics of Social edicine
¥ Complex &
Science Saems Networks Pharmacy
Computation Y

I g ! 4

Quantum

Scientific Fields tomputing

Opinion Spread

g 25, A Hard Desi; NoC Fractal isti A
Engineering Fields a‘; owatre 2 e:[gn Pl Slt::slt.lcal Modelsond Drug Repositioning and
and Optimization idelity OSAs Patients Phenotyping
A
/:@,%Z\n\ Loz ] e (T~ 1 | 3
IRV SRV, o | A\ ‘
i 4 7 D N ]
T = I g1 oyt |
Hg i 4 & 1T o 3
T b ) é’;\'\ K\M I‘;\ i-" ) | L
oV A s f : s i "
Ayt & - o
L CMU Research Visit Building Analysis Tools
Post PhD Thesis Period (2006-2010) (2011) (2012-2014) Applications of Network Science(2015-2017)

Figure 1.3: The overview of post-PhD research underpinning this thesis, where the upper
panels represent scientific fields and the lower panels represent engineering applications.
The approached topics are represented chronologically, from left to right.

1.3 Contributions

The results of our latest research period (2012 — present), which is related to Complex
Networks applications in Computer Engineering and Information Technology, are pub-
lished since 2013. Also, since 2014 our activity is supported by the research grants that
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resulted as collaborations with ”Victor Babeg” University of Medicine and Pharmacy
Timigoara:

G1 Mihai Udrescu (director), Alexandru Topirceanu, Alexandru Iovanovici, Andrei
Lihu, Constantina Gavriliu, Stefan Mihaicuta (representative of partner organiza-
tion), Rodica Dan. Daniela Resz. Carmen Ardelean, ”Internet of Things meets
Complex Networks for early prediction and management of Chronic Obstructive
Pulmonary Disease”, R&D Grant PNCDI III, P2, PED xxx/2017 (Total value:
514479 ROL)

G2 Stefan Mihaicuta (director), Mihai Udrescu (assistant manager), Alexandru Top-
irceanu, Alexandru Iovanovici, et al., Linde Healthcare RealFund R&D Grant:
"Morpheus: A Screening and Monitoring System for Sleep Apnea Syndrome” 2014
(Total value: 75000 EUR)

The publication list linked to our research in Complex Networks is organized in
sections: book chapters (BC), journal (J), and conference (C) papers.

e Book chapters

BC1 Alexandru Topirceanu, Mihai Udrescu, and Mircea Vladutiu, Genetically Op-
timized Realistic Social Network Topology Inspired by Facebook, Online So-
cial Media Analysis and Visualization, Lecture Notes in Social Networks,
Springer, pp. 163-179, 2014.

e Journal papers

J1 Alexandru Topirceanu and Mihai Udrescu, Statistical fidelity: a tool to quan-
tify the similarity between multi-variable entities with application in complex
networks, International Journal of Computer Mathematics 0(0):1-19, 2016.
[TF=0.577]

J2 Lucretia Udrescu, Laura Sbarcea, Alexandru Topirceanu, Alexandru lovanovici,
Ludovic Kurunczi, Paul Bogdan, and Mihai Udrescu, Clustering drug-drug
interaction networks with energy model layouts: community analysis and drug
repurposing, Scientific Reports 6:32745, 2016. [corresponding and coordinat-
ing author, IF=5.228, Q1 — Multidisciplinary Sciences|

J3 Alexandru Topirceanu, Alexandra Duma, and Mihai Udrescu, Uncovering the
fingerprint of online social networks using a network motif based approach,
Computer Communications 73(B):167-175, 2016. [I[F=2.099, Q2 — Computer
Science, Information Systems]

J4 Alexandru Topirceanu, Mihai Udrescu, Mircea Vladutiu, and Radu Marculescu,
Tolerance-based interaction: a new model targeting opinion formation and
diffusion in social networks, PeerJ Computer Science 72:e42, 2016. [corre-
sponding author, [F=2.183, Q1 — Multidisciplinary Sciences]
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J5

Liana Suciu, Carmen Cristescu, Alexandru Topirceanu, Lucretia Udrescu,
Mihai Udrescu, Valentina Buda, and Mirela Cleopatra Tomescu, Fwvalua-
tion of patients diagnosed with essential arterial hypertension through net-
work analysis, Irish Journal of Medical Science (1971 -) 185(2):443-451, 2016.
[TF=1.158]

e Conference papers (WoS)

C1

C2

C3

C4

C5

C6

Cr

C8

C9

Alexandru Topirceanu, and Mihai Udrescu, FMNet: Physical Trait Patterns
in the Fashion World, Proc. 2nd European Network Intelligence Conference
(ENIC), Karlskrona, Sweden, pp. 25-32, September 21-22, 2015. [Best paper
award|

Cristian Cosariu, Alexandru Iovanovici, Lucian Prodan, Mihai Udrescu, Mircea
Vladutiu, Bio-inspired redistribution of urban traffic flow using a social net-
work approach, Proc. IEEE Congress on Evolutionary Computation, Sendai,
Japan, pp. 77-84, May 25-28, 2015.

Alexandru Topirceanu, Mihai Udrescu, Measuring Realism of Social Network
Models Using Network Motifs, Proc. 10th Jubilee IEEE International Sym-
posium on Applied Computational Intelligence and Informatics, Timigoara,
Romania, pp.443-447, May 21-23, 2015.

Mihai Udrescu, Alexandru Topirceanu, What drives the emergence of social
networks?, Proc. 20th International Conference on Control Systems and
Computer Science (CSCS), Bucharest, Romania, pp. 999-999, May 27-29,
2015.

Alexandru Topirceanu, Dragos Tiselice, Mihai Udrescu, The Figerprint of
Educational Platforms in Social Media: A Topological Study Using Online
Ego-Networks, Proc. International Conference on Social Media in Academia:
Research and Teaching (SMART), Timigoara, Romania, pp. 355-360, Sep
18-21, 2014.

Alexandru Topirceanu, Cezar Flegeriu, Mihai Udrescu, Gamified: An Effec-
tive Approach to Student Motivation Using Gamification, Proc. International
Conference on Social Media in Academia: Research and Teaching (SMART),
Timisoara, Romania, pp. 41-44, Sep 18-21, 2014.

Alexandru Topirceanu, Gabriel Barina, Mihai Udrescu, MuSeNet: Collabora-
tion in the music artists industry, Proc. 1st European Network Intelligence
Conference (ENIC), Wroclaw, Poland, pp. 89-94, Sep 29-30, 2014.

Gabriel Barina, Alexandru Topirceanu, Mihai Udrescu, MuSeNet: Natu-
ral Patterns in the Music Artists Industry, Proc. 9th IEEE International

Symposium on Applied Computational Intelligence and Informatics (SACI),
Timigoara, Romania, pp. 317-322, May 15-17, 2014.

Alexandru Topirceanu, Mihai Udrescu, Mircea Vladutiu, Network Fidelity:
A Metric to Quantify the Similarity and Realism of Complex Networks, Proc.
3rd IEEE International Conference on Cloud and Green Computing (CGC),
Karlsruhe, Germany, pp. 289-296, Sep 30-Oct 02, 2013.
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e Conference papers (other databases)

C10

C11

C12

C13

Cl14

C15

Alexandru Topirceanu, Mihai Udrescu, Razvan Avram, Stefan Mihaicuta,
Data analysis for patients with sleep apnea syndrome: a complex network
approach, In Soft Computing Applications, Advances in Intelligent Systems
and Computing 356, Springer, pp. 231-239, 2016. [SpringerLink]

Alexandru Topirceanu, Alexandru Iovanovici, Cristian Cosariu, Mihai Udrescu,
Lucian Prodan, Mircea Vladutiu, Social cities: redistribution of traffic flow

in cities using a social network approach, In Soft Computing Applications,

Advances in Intelligent Systems and Computing 356, Springer, pp. 3949,

2016. [SpringerLink]

Alexandru Iovanovici, Alexandru Topirceanu, Mihai Udrescu, Mircea Vladutiu,
Heuristic optimization of wireless sensor networks using social network anal-
ysis, In Soft Computing Applications, Advances in Intelligent Systems and
Computing 356, Springer, pp. 663-671, 2016. [SpringerLink]

Alexandru Iovanovici, Alexandru Topirceanu, Mihai Udrescu, Lucian Prodan,
Stefan Mihaicuta, A high-availability architecture for continuous monitoring
of sleep disorders, Studies in health technology and informatics Volume: 210,
pp. 729-733, 2015. [Scopus]

Alexandru Topirceanu, Alexandru Iovanovici, Mihai Udrescu, Mircea Vladutiu,
Social cities: quality assessment of road infrastructures using a network mo-
tif approach, Proc. 18th International Conference System Theory, Control
and Computing (ICSTCC), Sinaia, Romania, pp. 803-808, Oct 17-19, 2014.
[TEEE Xplore]

Alexandru Iovanovici, Alexandru Topirceanu, Mihai Udrescu, Mircea Vladutiu,
Design space exploration for optimizing wireless sensor networks using so-
cial network analysis, 18th International Conference System Theory, Control
and Computing (ICSTCC), Sinaia, Romania, pp. 815-820, Oct 17-19, 2014.
[IEEE Xplore]

As recognition for our contributions to the field of complex networks, we received the
Best Paper Award for our paper at the 2nd European Network Intelligence Conference,

ENIC, Karlskrona, Sweden, 21-22 Sep, 2015: Alexandru Topirceanu and Mihai Udrescu,

"FMNet: Physical Trait Patterns in the Fashion World” [C1].

Moreover, as a result of multiple contributions, we were awarded research grant PN-
[1I-P2-2.1-PED-2016-1145: Mihai Udrescu (Director), Alexandru Topirceanu, Alexan-
dru Iovanovici, Andrei Lihu, Constantina Gavriliu, Stefan Mihaicuta, Rodica Dan.
Daniela Resz. Carmen Ardelean, ”Internet of Things meets Complex Networks for
early prediction and management of Chronic Obstructive Pulmonary Disease” (value
514479 ROL).
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1.4 Complex Network Science

This section introduces the basic theoretical elements and taxonomy that is used for
complex network analysis. As the thorough review on this vast field is far beyond
the scope of the present thesis, we indicate further references for a thorough analysis
[16] [75] [143] [200.

1.4.1 Basic Parameters

Definition 1 A complex network is a graph G = (V, E') with V' being the set of vertices
(or nodes) V' = (v;,wy) and E the set of edges (or links) E' = (e, w§) which connect
some of the vertices in V', where v; and e; are individual vertices and edges respectively,

along with their corresponding vertex and edge weights w; and w$, for « = 1, N and

j = 1,|E| (N is the total number of vertices and |E| is the total number of edges in the
network).

Definition 2 An unweighted complex network is a complex network G where all vertex
and edge weights are equal, therefore w} = w for all i and j. As such, we do not take
into account weights, so that G = (V, E), with v; € V, and e; € E.

Usually, N is also referred as the network size, while E (i.e. all edges in G) are
referred as the network topology. In order to describe how the complex networks and
their topologies are graphically represented, we introduce the following definition:

Definition 3 Given a complex network G = (V| FE) and an Euclidean d-dimensional
space RY, a layout maps each vertex v € V to a position x, € R? and assigns an
Euclidean distance ||z, — || to each edge [v,w] € E (v and w are vertices in V).

The distance between two vertices v and w from complex network G is given by
the edge number of the shortest path between v and w € G (See Figure [LL4] for an
illustrating example). In order to analyze complex network topologies and behavior, we
use the parameters that are described by the following definitions.

Definition 4 The average path length L is the typical distance, obtained by averaging
the distances between all possible pairs of nodes (v,w) € G. Also, the diameter of a
network Dmt is the biggest distance between two vertices in graph G.

Definition 5 The degree of node v is the number of edges that are incident to this node,
k,. For network G, the average degree is (k) = % > vey kv, namely the average value
for the degrees k, pertaining to all N vertices in graph G.

Definition 6 The clustering coefficient of a node is given by the fraction of existing

edges between the n(v) = k, neighbors of node v in graph G, from the %k, (k, — 1)

possible edges: C, = % (see Figure [LH). The clustering coefficient of the entire
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Figure 1.4: As highlighted in this figure’s graph, the distance between nodes v and w is
D.

graph Gis C =+ > ., C,.

v

a) b)

Figure 1.5: The clustering coefficient of a given node (highlighted in red) is the ratio
between the F [n(v)] = 6 existing edges — highlighted with red in panel a) — which
connect the n(v) = 5 neighbors of node v, and the number in(v) [n(v) —1] =4-5-4 =
10 of all possible edges — red and blue edges in panel b). As such, in this example,

-6 _3
Co=1=7%

Network clustering consists of classifying all the vertices v € V' in one of the dis-
joint vertex subsets (i.e. clusters) C;, pertaining to the set of disjoint subsets C' =
{C1,Cy,...,Cp}, so that U™, C; = V [88][147]. Several network parameters are used
for network clustering in complex networks [66][78][79], but one of the most useful is the
modularity which was advocated by Newman and Girvan [93].

Definition 7 In an unweighted network, the modularity of a clustering C' is defined as
1. 2
Mode = Y0 cc (% - 2ij; ), where |E¢,| is the number of edges in cluster C;, |E)|
i 2

is the total number of edges in the network, k¢, is the total degree of nodes in cluster
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C;, while k is the total degree of nodes in the entire network. As such, |E§"" represents

the fraction of intra-cluster edge density relative to the density of the entire network
12
2%2;
modularity grows as clustering produces clusters with edge densities that are larger than
expected.

(which is assumed to be uniform), while is the expected such fraction. Therefore,

Definition 8 The network density Dst is defined as the ratio of all edges in the network

to the total number of possible edges %

1.4.2 Network Centralities

Network centralities represent certain network parameters that can characterize the im-
portance of vertices (nodes) in a complex network. Although such parameters represent
individual nodes, and computing average centrality values seems to be the most appro-
priate way of characterizing the entire graph, it turns out that the distribution of these
centrality values is paramount when classifying and characterizing complex networks.

One of the most important centrality distributions that are used by network scientists
to analyze complex graphs is the degree distribution, namely the probability P(k) that,
in a given graph, the degree k has a certain value. In that respect, the degree distribution
a a histogram which depicts how many nodes in the graph have degree k, with & ranging
from 1 to the highest degree in the graph.

Another very important centrality metric which renders useful distributions is the
node betweenness. The concept of betweenness, which characterizes any vertex’s ability
of being in-between, can be extended to edges (i.e. links) as well, thus obtaining the
link or edge betweenness.

Definition 9 The betweenness b(v) of vertex v € V' from graph G = (V| E) is defined as
EME‘, JZZ_(;}), where i # j # v, 0;; is the total number of shortest paths from node 7 to
node j, and o0;; (v) is the number of shortest paths from node ¢ to node j which include
node v in their sequence.

Other centralities are also used for the analysis of complex networks by representing
their distributions: closeness, eigenvector, and page rank. Computing the inverse of the
sum of shortest path lengths between the reference node and all other vertices gives
the node closeness. The eigenvector centrality computes relative scores for all nodes
by considering that the connections to high influence vertices are mode important than
the connections to low-influence vertices; page rank is merely a variant of eigenvector
centrality which is used by Google Search in order to rank websites [75][145].

In order to measure the similarity between two complex networks in terms of network
parameters and centralities, the network fidelity metric ¢ was introduced [183]:

L~ T fm] <

;Eim? Zf 52 i

ST

(1.1)

3

S&v
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In equation [L1], j represents the index of the network being compared to the ref-
erence network. The index of the network metric which describes the two compared
models (e.g. average path length, average degree etc.) is denoted by i = {1, 2, ...n},
where n is the total number of common metrics taken into consideration. Fidelity takes
values between 0 and 1 (or as percentiles), with 1 representing perfect similarity. The
metric measurements on the reference model are m;, respectively m{ on the model being
compared.

1.4.3 Energy Layouts and Network Clustering

Energy model layouts are layout algorithms that can be represented as force systems.
Many energy model layouts are developed as attraction-repulsion or a-r force systems
[147]. In a-r layouts, adjacent vertices attract whereas all other pairs of vertices repulse,
thus forming groups of vertices with dense connections (i.e. communities or clusters).
The a-r forces are proportional to the attraction and repulsion powers (a and r respec-
tively) of the Euclidean distances between the nodes: the attraction between adjacent
vertices v and w is ||z, — 2y ||*- Zozy and the repulsion between any two vertices v, w € V
is |2y — 2o ||” - Towy (With Tz, as the unit vector from v to w). Normally, a,r € R, are
chosen so that @ > 0 and r < 0, so that attraction is not decreasing and repulsion is not
increasing with the Euclidean distance. The most popular force-based layout systems
are the model of Fruchterman and Reingold (a=2, r=-1) [87], and the LinLog model
(a=0, r=-1) [146].

For all a-r energy models, the resulted layout corresponds to the situation where
local energy minimum is attained [147]. As such, total energy for the a-r layout (a > r)

is:
T = Z (Hxv—wa _ lzo = 2o ) , where v # w. (1.2)
[v,w]

a—+1 r+1

Noack has demonstrated that, when a > —1 and r > —1, force-directed layout
algorithms produce topological clusters which are equivalent with those rendered by
modularity-based network clustering [147]. However, force-directed algorithms provide
additional topological information about clusters, which leads to recommending the
usage of both modularity clustering and a-r force directed layouts for more accurate
network analysis [10§].

1.4.4 Network Models

The main purpose of complex network theory is to provide models that characterize
real-world systems in an accurate manner. To this end, the analysis of complex systems
which can be modeled as graphs has revealed that real-world networks (technological,
biological, social or semantic) are generally sparse (i.e. with low Dst), characterized
by a low average path length, high clustering, and complex degree distribution such
as power-law or Gaussian [200]. Also, many real-world complex networks also exhibit
complex distributions of other centralities: betweenness, closeness or eigenvector [75].
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Regular Networks

Generally in traditional graph theory, analysis can only be performed on regular graphs
like meshes or Euclidian lattices such as the graph in Figure

Figure 1.6: Regular graph example with N = 10 vertices.

However, it is obvious that real-world systems do not exhibit the regular structure of
an Euclidean lattice. Indeed, unlike real-world networks have big average path lengths
(because L grows linearly with N) and simple sequences for degree distributions. Gener-
ally, regular networks have high clustering coefficients C', similar to real-world networks

[200]: in Figure 8 C =2 = 1.

Random Networks

The first step in describing and modeling complex graphs/networks was made at the
end of the 1950s, by Hungarian mathematicians Paul Erdos and Alfréd Rényi who came
out with the Random Network (or Erdés-Rényi) model. According to the Random
Network (RN) model, when a network consists of [V| = N vertices there are X&=1
potential edges between these vertices, with each edge having the same probability p
of actually being placed (see Figure [T for an illustrative example). Consequently, the
average degree in RNs is (k) = pN, L ~ %, and C = p = % < 1; this means that
in RMs we have low average path lengths (similar to real-world networks), but also
low clustering coefficients (unlike real-world networks). As opposed to regular networks
where degree distributions are simple sequences, RNs exhibit complex structure because
they have Poisson degree distributions with the peak corresponding to (k).

The main contribution of the RN model is the so-called network effect. As such, Erdos
and Rényi have proven the phase-transition from a disconnected to a connected random
network when probability p becomes bigger than the threshold probability p. ~ IHTN
From a fundamental standpoint, RNs are particularly significant, because they bridge
the gap between graph theory and probability theory [200].
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Figure 1.7: Random network example with N = 100 vertices.

Small-World Networks

Both regular and random network models fail to accurately describe real-world systems,
therefore better models were sought. To this end, mathematicians Duncan Watts and
Steven Strogatz noted that a more realistic model will lie somewhere between regular
and random models, by taking the best of both worlds: a low L from random networks,
and a high C from regular networks [199].

The objective of exploring the space between completely regular and completely
random networks is attained by performing a simple algorithm. To this end, we consider
a regular network such as the lattice from Figure as starting point, then randomly
pick with probability p an edge to be "rewired”. To this end, one of the two edges
connected by the rewired link will be randomly chosen with probability p to remain as
connected to the new link; however, the new destination of the newly rewired link will
also be picked randomly from the other nodes/vertices. The only constraint consists
of the fact that there are no connections from a node to itself, nor there are double
connections or links between two nodes. This simple step is run for all N nodes from
the initial lattice. As illustrative example, Figure[[.8 presents the network obtained with
the algorithm of Watts and Strogatz applied over the Figure lattice, for a p = 0.05.

When increasing p from 0 to 1, it can be observed that after a relatively small p, the
average path length L decreases significantly, whereas clustering coefficient C' decreases
only when p becomes significantly bigger. Therefore, for a certain range of p values,
we can create a network which is somewhere in between regular and random networks,
such that the newly created complex graph has low L and big C, similar to the values
that real-world complex networks exhibit. In this particular region of low L and high
C, the so-called small-world effect appears, namely the property of having a relatively
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Figure 1.8: Small world network of N = 10 nodes, obtained with Watts and Strogatz
algorithm, which starts with the lattice from Figure [L6, with a rewiring probability of
p = 0.05.

short distance between any two nodes, despite the fact that the network is significantly
clustered.

Figure [L9] presents this exploration methodology of finding the small-world (SW)
effect zone, when the starting regular network is a lattice with NV = 1000 nodes, and the
representation is in log-normal coordinates for the evolution with p of the normalized
clustering coefficient and average path length values (% and %). C(0) and L(0)
represent the clustering coefficient and average path length of the regular network, be-
cause these values correspond to probability of rewiring p = 0; when p = 1, the network

becomes fully random, therefore C'(p) and L(p) pertain to a random network.

1.0 T ] — C(p)/C(0)
— L(p)/L(0)
0.8
06 SW
effect

0.4
o2 \\

10 0.001 0.010 0.100 1

p

Figure 1.9: Representation in log-normal coordinates for the evolution of normalized

clustering coefficient and average path length values &) and %, when p grows from 0

C(0)
to 1. The figure also highlights the window where the SW effect is generated, because

L decreases significantly and C' remains high.
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However, in most real-life networks degree distribution P(k) abides by a power law,
and it is not normally distributed (i.e. does not have a Poisson distribution). But in
small world networks built with Watts and Strogatz algorithm, the degree has a normal
distribution (see Figure [[.I0); this situation is explained by the fact that each rewiring
used for the small world network algorithm is made with the same probability p.

P(k)

2 4 6 g !Bk

Figure 1.10: Normal degree distribution in a small-world network with 100 nodes.

Scale-Free Networks

The latest fundamental network model in complex network science is the scale-free
network, introduced by Albert-Lész16 Barabési and Réka Albert in 1999 [18]. The main
feature of this model is that it is dynamic, therefore the network grows with each step
of the algorithm. A brief description of this network is given as follows:

1. Start with an arbitrary network with M nodes; this M-node network can be small
world or random.

2. A number of m new nodes are added. The probability of linking each of the m
new nodes to node v from the M existing nodes is p, = Zf‘il % (k, and k; are

the degrees of nodes v and 7).

3. The new M is updated as M + m. If the new M # M,,.. then go to the previous
step, else exit.

An example scale-free network, generated with Barabasi-Albert algorithm for M,,,,, =
1000 and m = 2 is presented in Figure [LTIl In such a scale-free network, the degree
distribution is power-law P(k) = k™7, as presented in Figure

The main ingredient which produces the power law distribution of degree in scale
free networks is the preferential attachment mechanism, which assures that the nodes
with already high degree in the network will have an even higher degree, because the
probability of attachment p, = Zf\il Z—” and the degree k, are obviously directly pro-
portional. Oftentimes, it is said that in scale free networks the degree is distributed

according to the "rich gets richer principle”.
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Figure 1.11: Scale-free network created with Barabasi-Albert algorithm, with N = 1000

nodes when 2 nodes are added at each step.
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Figure 1.12: Log-log representation of the power-law degree distribution in a N = 10000
nodes scale free network, when 2 nodes are added at each step of the Barabasi-Albert
algorithm. Up to the cutting point indicated by the vertex of the added angle, the
distribution abides by the power-law P(k) = k=7, where ~ is the slope, namely the
angle suggested in the figure.

In conclusion, scale free networks are realistic in terms of degree distribution and low
average path length L. However, scale-free networks tend not to be clustered enough to
resemble real-life networks. As a consequence, a lot of research has been done recently
in order to combine the fundamental network models, by adding randomness to scale
free networks or by adding the small world property to scale free models [48],[109]. Also,
one of the weaknesses of the scale free network model is that, even if it is very robust
to random attacks, it is very vulnerable to targeted attacks. Specifically, if nodes are
randomly removed from a scale free network, the network remains connected (i.e. with
one component) even if many nodes are removed. Conversely, if the process of removal
specifically targets high-degree nodes, the network rapidly becomes disconnected after
a small number of removed nodes.

1.5 Thesis Outline

The rest of the thesis is organized as follows. The second chapter presents the application
of algorithmic modelling and computer simulation of social network behavior under the
form of opinion formation and dissemination. The third chapter introduces two impor-
tant applications of complex network algorithmic methods in precision medicine: drug
repurposing and patient phenotype definition. Next, in the second part of the thesis,
we present our future research path. Thus, the fourth chapter presents the prospective
application of network science in computer engineering, namely building efficient com-
munication infrastructure for Network on Chip (NoC) multiprocessor systems; indeed,
we consider the optimization of NoC communication as a very important emerging re-
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search topic that our lab is going to pursue. The last chapter draws the conclusive
remarks and sketches future research opportunities for computer engineering in the con-
text of complex systems and big data. As such, we introduce our new research project
entitled ”Internet of Things Meets Complex Networks for Early Prediction and Man-
agement of Chronic Obstructive Pulmonary Disease”, or Internet of thiNgs Complex
nEtworks PredicTION (INCEPTION). The last part consists of listing all references
that define our research, as well as other relevant related works, from state-of-the-art
literature.
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Chapter 2

Social Network Analysis

2.1 Introduction

In the field of social networks, one of the most important research topics is to model,
replicate and analyze how opinion spreads, fluctuates and percolates [94][91][195]. The
opinion dynamics in social networks uncovers the positions of socially important agents
who have the greatest influence [139]. This aspect is crucial when attempting to model
realistic social networks; indeed, without influencing agents who act as drivers, any
society would have a rather erratic, unpredictable evolution.

The state of the art in social network opinion formation and evolution models are
mostly based on the ideas of social contagion and opinion spread [12][3][207][195][98]
[160]; nonetheless, these works are rather limited in terms of accuracy towards real-life
situations. The lack of realism in the available models can be explained by the fact
that the underpinning opinion interaction models are mostly based on fixed thresholds
[6I][107]. In fairness, some opinion spread models do not have fixed thresholds, but the
evolution of the threshold values is made in accordance with some simple external-state
probabilistic processes [80][63].

In order to address the drawbacks entailed by hitherto models, we targeted the miss-
ing dynamical traits of opinion spreading, by introducing a new mathematical model.
We rely on the fact that most real-world social network observations can be explained
using the concept of tolerance, therefore our new social interaction model takes into
consideration the individual’s internal tolerance state [I85], namely the individual’s ca-
pacity of accepting and adopting other social agents’ opinions. We compared our model
against big-size, real-life empirical data from Yelp, Twitter and MemeTracker, and then
validated it with our social network opinion spread simulator SocialSim [}

Social networks are particular instances of complex networks, which can be used to
describe collective social behavior and emerging complex social phenomena. In a social
network G = (V, ), vertices v € V represent social agents/individuals, and edges e € F
represent social links such as friendship, collaboration, or interaction. For G = {V, E'},
the direct neighborhood of agent ¢ € V is represented by vertices directly connected to
i: Ny={j| (i, j) € E}. According to the models proposed by [3][207], within the set

Thttps://sites.google.com/site/alexandrutopirceanu/projects/socialsim
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of all social agents there are two disjoint sets of so-called stubborn agents Vo, Vi, € V
who never change their opinion (which can be either positive or negative — 1 or 0); these
stubborn agents can be interpreted as social influencers or drivers of opinion. The social
agents that are not stubborn (i.e. regular agents) V' \ {V5 UV} update their opinion,
according to the underlying model, by using the opinion of their direct neighbors (which
may include stubborn agents).

We denote the opinion of agent ¢ at time ¢ with o;(¢). The initial state of all social
agents, namely their opinions at time ¢ = 0 expressed as 0;(0) € [0, 1], can be allocated
by random distribution. The updating of opinion values for regular agents is randomly
triggered and can be performed by adopting the opinion of a randomly chosen neighbor,
or by averaging the opinions of all direct neighbors.

If we assume an opinion spread model with continuous/analog opinion representa-
tion, the state of agent ¢ which holds continuous opinion o0;(¢) at moment ¢ is given by
si(t). If we assume discrete opinion representation, then o;(t) = s;(t). Also, if we also
assume that we have null/undecided agents in the continuous opinion representation,
then s;(t) has the expression from equation 211

0 if 0<o;(t) <05
1 if 0.5<o0i(t)<1

In the next time step ¢+ 1, a regular social agent a updates its current opinion o,(t),
when interacting with a randomly picked direct neighbor n that has opinion o,(t). In
G = (V, E), agents a and n are direct neighboring nodes if there is a direct link between
them. We also assume that there are agents that do not hold a clear opinion (so-called
NULL agents); interacting with NULL agents will have no effect on opinion updates.
Conversely, if a regular agent a interacts with a regular or stubborn agent n that holds
an opinion, the new opinion of agent a at the next time step ¢ + 1 is:

04(t+1) = 0,0, (t) + (1 — 6,) 04(1). (2.2)

In equation2.2] for regular agent a, we consider the degree of accepting other people’s
opinions or — in other words — the tolerance towards other agents’ opinions 6, as being
fixed. Nonetheless, we argue in [I85] that 6, evolves according to individual’s traits and
experiences. As such, an agent that interacts with a high diversity of opinions becomes
more tolerant. Conversely, an agent that faces a low opinion diversity tends to becomes
intolerant. Nonetheless, the complex process of evolution towards both tolerance or
intolerance is nonlinear. Therefore, the tolerance model we propose in [185] and [191]
employs a non-linear tolerance evolution function, as opposed by models from [102] and
[203]. To this end, we consider socio-psychological individual traits to be used in our
dynamical opinion interaction model, so that tolerance for any regular agent a evolves
according to:

.(t) = {max (Bt — 1) — oo, 0) if Salt—1) = sn(t) 23)

min (0,(t — 1) + ayer, 1) otherwise
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According to equation 23] 6,(t) evolves according to apeg if s,(t — 1) is equal with
the state of the neighbor s,(t) which interacts with a. If s,(¢t) # s,(t), then 6,(¢) is
rectified with the non-linear quantity aye;. Scaling factors o and «; values are initially
set as 1 and then evolve as follows:

| (2.4)
1 otherwise

o — {ao+1 if salt—1) = sa(1)

ap = .
a1+ 1 otherwise

{1 if sa(t—1) = sa(t) 25)

Scaling parameters g and a; are represent bias, so that when an opinion interaction
happens (whether the interaction type is one that confirms the previous agent opinion
or opposes it), the a parameter that corresponds to the other type of event is reset. As
such, the o parameters have the role of increasing the non-linear magnitude of tolerance
modification ratios gy (weight of modification towards intolerance) and e; (weight of
modification towards tolerance). We choose the fixed values of g = 0.002 and £; = 0.01
after rigorous and extensive SocialSim simulations [I85]. As a result, intolerance grows
with €9 and decreases with 7.

By simulating the social network opinion evolution with SocialSim [185], according to
the tolerance-based opinion interaction network, we confirm that opinion disagreement is
constant and never ceases, even when we use a complex network topology that drastically
degrades tolerance (i.e. the scale-free model, see Figure [2T]).

2.2 Probabilistic modeling of opinion spread models

We provided a probabilistic model for our tolerance-based model in [191]. To this end, we
make the assumption that, for any social agent, we have: one completely tolerant state,
one completely intolerant state, and at least one intermediary state (i.e. only partially
intolerant). Transition occurs between these tolerance states of the social agent, at
each moment t of social interaction; however, the interaction with NULL agents will
not result in tolerance state transitions. Actually, all tolerance states are interpreted as
corresponding to an ordered hierarchy of tolerance levels, from 100% tolerance to 0%
tolerance. Tolerance state transitions are made such that any social interaction with
an agent having a different opinion determines a transition to the next more tolerant
state. Conversely, the interaction with an agent that holds the same opinion generates
a transition to the next less tolerant state.

Nonetheless, Markov chain modeling is intractable for a sufficient large number of
intermediary states [168]. As such, our study only comprises tolerance modeling with
1 and 2 intermediary states (3 and 4 states). Our Markov chain analysis characterizes
all agents in a given social network with two parameters: \ as the rate of encountering
the same opinion, and p as the rate of encountering a different opinion via opinion
interaction, with A + 4 < 1; when there are no NULL agents in the social network, we
have A+ = 1. Therefore, if we consider p as the rate of interaction with NULL agents,
then A+ + p = 1. We also assume that A\ and p are distributed in an exponential
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100% green opinion (%)

75%

(1)

Figure 2.1: Simulation of opinion dynamics with SocialSim [I85], in a scale-free so-
cial network with 100,000 agents (32 stubborn agents holding opinion ’0’, 32 stubborn
agents holding opinion ’1’; and no null agents) assuming the tolerance model of opinion
interaction. opinion state s(t)="1" is represented with green, opinion s(t)='0 is repre-
sented with red, and intermediary values with intermediary shades between green and
red. Because the underlying topology of the social network is scale-free, leading to a
high influence from the high degree agents and, consequently, the tolerance 6 drasti-
cally degrades. Even if the social network is inherently intolerant, there is constant
disagreement between social agents, as opinion never ceases to change (as indicated by

the evolution of w(t)).
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fashion, so that the probability of having the social agent interacting with the same
opinion will be 1 — e™**; consequently, the probability of having an interaction with a

9

different opinion will be 1 — e #¢,

2.2.1 3-state tolerance model

If we consider three tolerance states for each social agent, then we have Sj as the tolerant
state, S7 as the undecide or itermediate state, and Sy as the intolerant state. In Figure
2.2l we present transitions in the Markov diagram that describe tolerance state evolution
in social agents.

1- A At 1— (A+u) At 1— u At

SO A At Sl A At S2

tolerant borderline intolerant

Figure 2.2: Markov diagram corresponding to the 3-state tolerance model, where S is
the tolerance state, S; is the undecided or intermediate state, and S, is the intolerance
state.

From Figure we derive the state probability expressions at ¢t + At, assuming that
we know the current state at t:

Ps,(t+At) = (1 — AAt) Pg, (t) + pAtPs, (t)

Pgl (t + At) = )\AtPSO (t) + ,MAtPSQ (t) +
+[1— (1 + \) At] Ps, (1)

Ps, (t +At) = MAtPg, (t) + (1 — pAt) Ps, (t)

(2.6)

Ps,(t) and Pg, (t + At), for i € 0, 1,2, represent the probabilities of a social agent
being in tolerance state S; at times ¢ and t + At; initially, at moment ¢ = 0, Pg,(0) = 1
and PSI(O) = P52<0) = 0.

By applying Laplace transformation, so that variable ¢ is substituted by s, we obtain
state expressions:

s* 4 (2u+ A) s + p?

2.7
S3H2(u+ N2+ (24 pA+ A2 s 27)

PSO(S) =

and
A(s+ p)

2.8
RN RS RN (EE D S O (28)

PSI(S) =
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Therefore, the probability of not getting to the intolerance state is given by:

Ptol(s) = PSO($)+PSI(S) =
_ 24 2(puA+N) s+Hp?Fud (29)
s3+2(putA)s2+(u2+uA+A?)s

From 2.9 we get the probability of tolerance state at infinity, which can be interpreted
as the expected stable tolerance state of the social agent:
2
. . 1o+ A
Jim Proy(t) = lim s Fioi(s) = JEES T (2.10)
If we do not have NULL agents, or if their number is small enough, then p+ A ~ 1 and
consequently:

pAph  _ pptN
RSN TR (VIS LS N 1))

lim P,y (t) = (2.11)
t—o0

The probability of tolerance for ¢ — oo (interpreted as corresponding a mature, stable
society) can be represented as a function of A (i.e. the rate of a social agent interacting
with another agent with the same opinion). For a convenient graphical representation,
p is fixed, so that the expression from equation 2I0 becomes function of A: P,y_3 ()
as presented in Figure 2.3)).

1 T
"~_‘... \\‘\
L B
0.8 ‘\\,\ -
. "
P=0 o6 -
N Pp=025
Prol-3(/') .
P=05 o4 .
021 —
0
0 | | | |
0 0.1 02 0.3 0.4
0 A 0.5

Figure 2.3: Representation for the probability of tolerance Py,;_3(\), when the 3-state
model is assumed, for 3 illustrating values of p (0, 0.25, and 0.5).

2.2.2 Tolerance model with 4 states

If we assume a model with two intermediate tolerance levels (meaning a total of four
tolerance levels), then we have the following states: Sy as the tolerant state, S; as the
intermediate mostly tolerant state, Sy as the intermediate mostly intolerant state, and
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S3 as the intolerant state. A transition from state to state only happens when the
social agent interacts with another social agent that holds an opinion; conversely, any
interaction with a NULL agent results in no transition (see Figure 2] for all possible
transitions in the 4-states probabilistic tolerance model).

-4 At 1 - (A+u) At 1 —(A+u) At 1—pu At

A A A
S S, S S;

tolerant mostly tolerant mostly intolerant intolerant

Figure 2.4: Markov diagram corresponding to the 4-state probabilistic tolerance model,
where Sy stands for tolerance, S5 for intolerance, and states S; and Sy represent inter-
mediary states (meaning mostly tolerant and mostly intolerant).

In accordance with the transitions in Figure 2.4 we have the probabilities of an gent
being in one of the 4 states at time ¢ + At:

( Ps,(t+At) = (1—\At) Py, () + pAtPs, (1)

Pgl (t + At) = )\AtPSO (t) + ,UAtPSQ (t) +
+[1=(u+ A At] Ps, (1)

Ps, (t +At) = MAtPs, (t) + pAtPs, (t) +
+[1=(n+A) At] Ps, (1)

Ps, (t +At) = MALPs, (t) + (1 — pAt) Ps, (t)

At t = 0, the probabilities of having the social agent in one of the four states
are: Pg,(0) = 1 and Ps,(0) = Ps,(0) = Ps,(0) = 0. Therefore, by applying Laplace
transormation, we solve 2.12}

(2.12)

\

3 2 2 2 3

3ut2X) 52+ (U2 +2uA+A

Ps,(s) = — 3+ (3u+20) 5%+ (Bu2 +2puA+A2 ) s+p (2.13)
0\%) = ST N) P+ (B2 At 3N2) P+ (B TP AN AN )5

and
A2+ (2uA+A2) s+ 42\ (2.14)
Psl(S)Z 1 \)s3 2 AN 302) 52 NS WIS VN ] :
sA43(uAN) s34+ (3u2 +4pA+3A2) 2+ (U3 +p2 A pA2+2A3)s

The probability of having a relative tolerant state (in other words, the social agent
is either tolerant or mostly tolerant) is given by P,y (s) = Ps,(s) + Ps,(s). By taking
P,yi(s) to infinity, we get social agent’s expected stable state:

1+ P

tllglo Ptol<t) = £1_>1’% SPtol(S) = ,u3 4 ,UQ)\ + /L)\Q 4 )\3 (215>
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When we do not have NULL social agents or the number of NULL agents is sufficiently
small, ©+ A ~ 1, therefore having;:

3,2
. _ 1o pE N
limy Ptol(t) = BT pAZ N

2 (puAN)
(X7 2(12 M N2) (2.16)

e
1=2(p2 A +pA?)

In order co conveniently provide a graphical representation of tolerance (see Figure
[2.5), we consider the tolerance expression in equation 215 as being a function of A:

Ptolf4 <)\)

] o E— T T
..‘...\“\
08 -
\\
. ~
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=025 AN
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P=12 o4 2
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0
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0 0.1 0.2 03 04
0 A 0.5

Figure 2.5: Py, 4 (M) illustration, when fixed values are used for p (0, 0.25, and 0.5). As
A<1—pandp<0.5, it occurs that A € [0,0.5].

To provide graphical comparison between the 3-state model of tolerance (Piy—3 (A))
and the more complex and realistic 4-state model (P;,_4 (\)), we opt for augmenting
the contrast between the two models by considering that there are no NULL agents (so
that p =0 and pu+ A = 1), see Figure

2.2.3 Experimental results

Our probabilistic analysis is expressing the social agent’s tolerance state in terms of A,
i, and p rates. Therefore, we need to link A, u, and p with the topological characteristics
of the underlying social network where opinion interaction occurs [3]. To this end, we
perform computer simulations on distinct topology types, so that empirical values for A
are rendered. Thus, we take four representative social network topologies [200]: mesh,
random [74], small-world [199], and scale-free [18].

To perform relevant simulations, we generate 1000-node networks for each of the
four representative topologies, by using the available plugins from the Gephi software
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Figure 2.6: Graphical comparison of tolerance probabilities at stable state: Pyy_3 (\)
vS. Pioi—4 (A) when p=0and p+ A =1.

package[19]. We adopt the same strategy as in [I85] to place stubborn agents [3][207],
namely according to a random distribution. Hence, all network that we generate are
contain randomly opinionated agents, which correspond to an equal number of stubborn
agents having opinion 0 (depicted in red) and 1 (depicted in green), see figure 2.7 for an
instance where we have a mesh network with 10 stubborn agents (5 green and 5 red).

In this context, parameter \ is calculated as s given in equation 217 where \;, is
the rate at which node n; encounters the same opinion can come in contact with the
same opinion, for cardinal |V;*| < cardinal |V;| (see equation 2.18).

1 n
A= — A 2.1

v
Vil
For our simulations, we obtain a time evolution for A as given in Figure 2.8 The

simulation results that are presented in Figure 2.8 were stopped only when the difference

between the instantaneous A and the updated median value of A\ was j3%; however, at
least 50,000 iterations were run.

To summarize results, we present maximum, minimum and average A\ values, as
resulted from the simulation series, in Table 2.1l The results in Table 2. 1] further confirm
the empirical observations from our previous research work [I85]. Indeed, the new results
emphasize that:

A (2.18)

e Intolerance thrives in regular mesh and scale-free networks. The explanation lies
in the specificity of these topologies; as such, local clusters emerge where a certain
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Figure 2.7: Simulation of opinion simulation dynamics in a 1000-node mesh-topology
social network. Social agents or nodes have associated colors (red — opinion 0, and green
— opinion 1), whereas stubborn agents are emphasized by their larger size.
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Figure 2.8: Time variation of A\ during opinion interaction simulation for: a. Regular
mesh network topology. b. Random network topology. c. Watts-Strogatz small-world
topology. d. Barabasi-Albert scale-free network topology. The red horizontal lines
represent the median value for \.
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Table 2.1: Maximum, minimum and average A values; for a social agent in a given
social network, A\ represents the rate of opinion interaction with the same opinion. The
considered social networks have the following fundamental theoretical topologies for
1000 nodes: mesh, random, small-world and scale-free.

Regular Random SW SF
Amin 0.72 0.59 0.57 0.67
Amed 0.82 0.62 0.63 0.81
Amaz 0.96 0.65 0.91 0.98

opinion begins to dominate, so that social agents only know about the opinion
of neighboring nodes. In meshes, these neighbors are the adjacent agents/nodes,
whereas in scale free networks the neighbors are oftentimes the nodes with very
high degree (a so-called hub). As a result, mesh and scale-free topologies favours
the interaction with the same opinion, which in turn create more intolerant so-
cial networks, which are less inclined to change and accept different opinions or
ideas. Numerical results support this conclusion, because of the high values of A:
)\regular = 0827 and )\scaleffree = 0.81.

e Tolerance is promoted in mesh and small world networks, because links are dis-
tributed according to a Poisson process. Therefore, opinion clusters rarely form
due to the randomly placed long-range links that connect local clusters to clusters
holding other types of opinions. As a result, the random interconnections in social
networks increase tolerance over time, and fosters a society that is more dynamic,
and opened to new opinions/ideas. Indeed, the quantitative results obtained by
simulations support these conclusions, because of the lower A,qndom = 0.62, and
)\smallfworld = 0.63.
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2.3 Discussion and Conclusions

Our fundamental contribution to the field of social network interaction and opinion
spread models consists of endowing social agent with more human-like traits like adapt-
ability and inner predisposition to accept or to reject other people’s opinions and
ideas. As a result, our model is able to replicate real-world dynamic opinion phe-
nomena, a feature that is not accessible to hitherto social interaction models such as
[6T][107] [124] [37][60] [80] [122]. Quantifying and modeling human action and inner moti-
vation is a very difficult endeavor, therefore simulating and analyzing individual’s trust,
faith, or tolerance states is still in its infancy. Our approach to this problem is to find
inspiration in social psychology, in order to enhance the existing fixed-threshold social
interaction models. In social psychology, individual tolerance is considered as an im-
portant factor in the opinion dynamics of the entire society; au such, the concept of
egocentrism, is considered to be linked to individual’s internal emotional status [72].
Our approach was to use this model due to the fact that egocentrism is a trait that
connects to individual tolerance towards other opinions [204] [185].

Moreover, in [I91], we have analyzed our tolerance-based opinion interaction model
from a probabilistic standpoint, and correlate the findings with simulation results. Our
probabilistic analysis explains opinion dynamics obtained by simulation or observed
in real-world systems, especially when the society stabilizes, namely at t — oo. As
presented in figures 2.3 and 2.5 one of the most important results in our probabilistic
assessment of the tolerance model is that tolerance is higher for the average social agent
with small p (i.e. the agent connects with a small number of NULL agents — social
agents that have no opinion).

Our probabilistic analysis in [I91]assumes a 3-state Markov model (when we have
just one intermediary state between pure tolerance and pure intolerance) and a much
realistic 4-state Markov model (with two intermediary states between pure tolerance
and intolerance). Our assessment finds that the probability of tolerance decreases with
A (i.e. the rate of opinion interactions with the same opinion in the social network) in
an almost linear fashion; this dependency becomes exponential for the 4-state model.
These results suggest that real-life social interaction phenomena are non-linear; more-
over, linear interpretations are mere overly simplistic approaches that are not reliable
and cannot be used as prediction tools.

In [I85] we show that by considering the tolerance-based opinion interaction model,
we are able to reproduce dynamical features of opinion formation such as phase transi-
tions and opinion formation phases. We also show that these non-linear dynamic opinion
phenomena are influenced by underlying social network topology. In fact, we find that
the topology has a stronger influence on opinion spread phenomena than, for instance,
network size or stubborn agents placement and distribution. As such, mesh and scale-
free networks correspond to conservative, oligarchic societies, whereas random and small
world networks correspond to decentralized, democratic societies [I85][191].
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Chapter 3

Network Pharmacology and
Network Medicine

3.1 Network Pharmacology

Over the last decade, the concept of drug repositioning (sometimes called drug repurpos-
ing has been intensely researched and developed within the field of drug design. Drug
repositioning means uncovering new pharmaceutical properties and indications for al-
ready existing drugs [I71]. The motivation for the growing interest in drug repositioning
strategies is twofold. First, there are the notable advances in scientific fields such as
bioinformatics, genomics, physics, complex networks, as well as technological fields such
as machine learning and database mining [123][57]. Second, there is a massive marked
demand for new drugs, although on the other hand the drug design process is slow and
evermore expensive; as a result, entirely new approved pharmaceutical formulations are
very hard to get [65]. In this context, it seems like drug repositioning can be a more
affordable alternative from both technical and economic standpoints [38][140] [153][167].
Indeed, a recent study has revealed that, as of now, we are already taking about 20%
of the new drugs brought on the market as being drug repositionings [95]. Moreover,
the available repositionings are made as part of personalized (or precision) medicine
initiatives [164].

Conventional drug repositioning is performed by using traditional-experimental ap-
proaches stemming from biochemistry and genetics; however, many drug repositionings
are found by mere serendipity [28]. Nonetheless, our approach to this very important
pharmacological problem is powered by computational tools, which are linked to the
complex network approach. Over the last decade, many such computational approaches
were developed, by taking advantage of the tremendous advances in big data gather-
ing and machine learning; these computational solutions encompass a wide array of
issues from pharmacology and drug design, which include drug repositioning. As such,
there are computational solutions for uncovering new drug interactions that were un-
accounted during clinical trials [I78]. Also, there are computational models used to
predict the degree of drug safety during therapy [71][121]. For drug repositionings, com-
putational approaches are processing and analyzing multiple comprehensive databases
such as drug, genomic, transcriptomic, and phenotypic databases [123]. However, the

37
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results of all these computational methods are mere predictionss, which will have to be
validated by traditional in vivo and in vitro) experimental methods [123].

Many computational methods for drug repurposings are based on recent advances
in the new science of complex networks as well as on the fact that we have access to
an evermore increasing volume of data about medication (including approved, investi-
gational and experimental drugs). Some of the most available and easy-to-get data on
medication consists of drug-drug interactions, namely data about the way drug effects
interact when taken together according to some therapeutic schema. Consequently, one
of the most important tool in translational, systems and computational pharmacology is
based on drug-drug interactomes (DDI); DDIs are complex network with nodes/vertices
representing pharmaceutical substances (i.e. drugs) and links representing drug inter-
actions (e.g. common mediation by a some enzyme, or synergistic effects). There are
many advantages in using drug interactomes (DDI) for analysis, but the most important
applications are:

e Predicting new potential interactions [I78]|[105]; based on this principle, many
software products were developed in order to issue drug interaction alerts [177].

e Avoiding certain types of drug-drug interactions even from the drug design stage
[47)[165].

e Exploring the links between pharmaceutical properties and drug interactions; pre-
viously, this idea was mostly applied for predicting new drug-drug interactions
when we have verified information about confirmed interactions [I56][111].

Recent developments aim at using interaction information from DDIs to uncover new
drug effects and properties, thus paving the way for drug repositioning [125]. As such,
[210] processes a DDI with the Markov Clustering Algorithm, in order to predict new
drug functions. Another research takes information about drug side effects from social
media (Twitter), in order to build a corresponding DDI and then predict possible drug
repurposings [148].

3.1.1 Drug-drug interaction network analysis

We build a Drug-Drug Interaction (DDI) network by processing data on drug-drug
interaction from the comprehensive database DrugBank 4.1 [205]; as such, in our DDI
each drug is represented as a node, while drug interactions are represented as links
between corresponding drugs. At first, such processing made using the Gephi software
package [19] will result in a raw DDI (see the top panel of Figure B.I)). When we build
our DDI, we do not use any kind of functional information, therefore we do not know a
priori the usage or properties of these drugs. Also, even if the drug interactions pertain
to two basic types, namely antagonistic and synergistic, we do not use this dichotomy,
due to the fact that we need all interactions types to contribute at defining drug’s
functional profile.

Another vital aspect is related to validating our findings, because any predicted or
conjectured new drug properties have to be confirmed by medical and pharmacologic
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Figure 3.1: Drug-drug interactome (DDI) computer processing methodology for clus-
tering drugs based on modularity classes and force-directed topological clustering. The
clustering result is correlated with several pharmacological properties, thus creating
incentives for predicting drug repositionings.
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tools (i.e. in wivo and in wvitro). Therefore, we find the following validation proce-
dure as convenient. We use the older 4.1 DrugBank version for building and analyzing
our DDI, in order to spare the newer DrugBank 4.3 for validating the predicted new
pharmacological properties.

In order to cluster the drugs in the DDI we use the methodology from Figure 3.1 we
classify network nodes to modularity classes that are depicted with distinct colors [147]
and, at the same time, by using the force-directed layout algorithm Force Atlas 2 [10§]
we generate well-defined topological communities which also act ass clusters. The visual
result is what we call Community Based Drug-Drug Interaction Network (CBDDIN)
from Figure

The novelty of our methodology [190] is that it uses for the first time in the field of
drug interactomes the network analysis tools which are conventionally deployed only for
social networks. Such an approach is further motivated by the fact that there is a good
similarity in terms of network parameters between our DDI and a typical social network:
low average path length of L = 2.978 given the network diameter Dmt7, a relatively
high clustering coefficient C' = 0.2, high average degree < k >= 20.031, typical values
for modularity Mod = 0.452 and density Dst = 0.017.

In terms of network centrality metrics, our DDI is characterized by the distributions
from Figure B.3} power-law degree, betweenness and eigenvector distributions, normal
closeness distribution. In qualitative terms, these distribution types indicate a scale-free
network.

In DrugBank Version 4.1 [205] there is a total of 7739 drug entries (including, be-
sides approved drugs, experimental and investigational drugs). As some of these drug
entries have no information about interactions, we remove them because they cannot
be connected to the DDI; after the removal process, 1141 drugs will remain. However,
additional data is required to verify and validate our predictions; to this end, we cross-
check with functional properties that are listed in other databases such as Drugs.com,
RzxList, and DrugBank 4.3. Also, a good amount of validation is performed by simply
searching scientific literature from online article databases.

3.1.2 Interpreting network centralities

Our CBDDIN is shaped by the collection of drug-drug interactions relationships, hence
drugs that have the highest centralities (e.g. degree, betweenness) are the most pre-
disposed to other drug-drug interactions. As such, we can scorecard the interaction
potential of drugs from CBDDIN; table [3.] introduces only the top 10 drugs in terms
of degree, betweenness, closeness, page rank, and eigenvector.

Description of drug clusters

Topological clusters from Figure are generated with the Force Atlas 2 [I0§] lay-
out algorithm, while the modularity clusters (which are correspondingly labeled with
distinct colors) are automatically generated in Gephi [93]. We identify an underly-
ing, generally common property for all topological communities; this labeling process
is made by individualizing a pharmacological property which best describe the biggest
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l. Immune systemrelateddrugs

Il. Cytochrome P450actingdrugs

lll. Nervous systemacting drugs

IV. Sympathetic nervous system acting drugs
V. Kalemiaand plateletactivity related drugs
VI. Hemostasis related drugs

VIl. Neuromusculartransmission acting drugs
VIIl. Metal cations complexes

IX. Epilepsy related drugs

Figure 3.2: Our visual DDI clustering, resulted as the Community-Based Drug-Drug
Interaction Network (CBDDIN). Both modularity classes (labeled with colors) and force-
directed (Force Atlas 2) clusterings are generated in Gephi, by processing the drug-drug
interaction data taken from DrugBank 4.1 (consisting of 1141 drugs and 11688 drug-drug
interactions).

Table 3.1: Top 10 hierarchies of drugs from Community-based drug-drug interaction net-
work (CBDDIN) in terms of degree, betweenness, closeness, page rank, and eigenvector

values.

Degree Betweenness Closeness Page rank Eigenvector

Drug Value Drug Value Drug Value Drug Value Drug Value
1. Voriconazole 250 Triprolidine 47.570 Voriconazole 2.077 Triprolidine 0.009 Voriconazole 1
2. Triprolidine 198 Trastuzumab 37.522 Ketoconazole 2.121 Voriconazole 0.009 Telithromycin 0.851
3. Telithromycin 198 Treprostinil 37.168 Phenytoin 2.128 Treprostinil 0.008 Trimipramine 0.845
4. ‘Warfarin 181 Warfarin 34.129 Cyclosporine 2.141 Warfarin 0.008 Rifampin 0.683
5. Trimipramine 174 Cyclosporine 33.217 Telithromycin 2.142 Trastuzumab 0.007 Tramadol 0.682
6. Ketoconazole 161 Tacrolimus 30.491 Tacrolimus 2.155 Telithromycin 0.007 Tacrolimus 0.680
7. Rifampin 157 Tacrine 27.734 ‘Warfarin 2.168 Cyclosporine 0.006 Trazodone 0.656
8. Cyclosporine 150 Phenytoin 22.018 Rifampin 2.171 Ketoconazole 0.006 Ketoconazole 0.656
9. Phenytoin 147 Ketoconazole 21.598 Trimipramine 2.180 Tacrine 0.006 Quinidine 0.623
10. Tacrolimus 147 Rifampin 21.288 Fosphenytoin 2.184 Rifampin 0.006 Clarithromycin 0.609
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Figure 3.3: Centrality distributions for our CBDDIN: A) degree, B) betweenness, C)
closeness, and D) eigenvector. We also provide the slope a and cutoff point X, ;;, values
for all power-law distributions. For the normal distribution of closeness, we provide the

best Gaussian fit as f (z) = 1.654 + 9.768 exp (M) .
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majority of nodes/drugs within each cluster. For some clusters; the label targets an
organ or system, for others a medical indication, or a well-defined chemical structure.
Nonetheless, we do not put functional limits to our labeling process, because we need
to obtain the specific property which better identifies the biggest number of drugs from
each cluster /community.

The labeling of modularity classes from Table is very consistent, as the tags
characterize very well almost all drugs in CBDDIN. This result is confirmation of pre-
vious results which indicate modularity as an outstanding predictor of functionality in
biological systems [144]. Indeed, because CBDDIN is shaped by the distribution of link
density, in our approach modularity is very well connected with the concept of drug
interactions.

As presented in Figure B.2] we identify and label accordingly a number of 9 topolog-
ical clusters; the accuracy of Figure 3. 2s labeling is given, in Table as confirmation
percentages. Each community contains nodes/drugs for which their assigned modularity
class actually confirms the topological cluster label. The percentage of topological clus-
ter label confirmation with modularity classes is given in the column ”Conf. by mod.
[(%]”. Also, by cross validating with state of the art literature in the fields of pharma-
cology and biology and by confronting with other databases (Drugs.com [211], RxList
[212], DrugBank 4.3 [205], we further explain topological community labels for lots of
other drugs. The overall result of cross-validating and label confirmation is presented
in the 5th column of Table
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Table 3.2: Interpretation and labeling og CBDDIN modularity classes, according to
modularity clustering algorithm. The allocated labels correspond to pharmacological
properties (see column ”Modularity class interpretation”). We also indicate the number
of drugs in each modularity class, as well as the percentage of drugs that correspond to
the allocated label (columns ”No. of drugs” and ”Consistency [%]”).

Modularity class (color) Code Modularity class interpretation No. of drugs Consistency [%]

Dark blue DB Central and peripheral nervous system acting drugs 232 96

Velvet maroon VM Substrates, inhibitors and inducers of specific CYP en- 210 91
zymes

Green G Drugs that interfere in different phases of hemostasis, an- 191 85
ticonvulsant and epileptogenic drugs

Magenta M Drugs acting on sympathetic nervous system 166 93

Light blue LB Drugs targeting cancer, auto-immune disorders (i.e. 156 88
rheumatoid arthritis), and musculoskeletal system

Golden brown GB Drugs interfering with platelet activity and plasma potas- 155 92
sium levels

Purple P Bi-and trivalent cations, chelating agents 31 100

Table 3.3: CBDDIN labels for each of the nine topological clusters. The 2nd column
present the modularity classes (identified with colors) which confirm the topological
cluster tag. The 3rd column gives the total number of drugs in each topological cluster,
which is then broken to the following categories: correctly described by the assigned
modularity class (Conf. by mod.), explained by properties listed in drug databases and
state of the art literature (Expl. by propr.), and not explained yet (Not expl.)

Comm. Colors No. Conf. by mod. Expl. by Not expl.
%] propr. [V%] %]
I LB, VM 80 7 19 4
IT VM, GB, G, DB, LB, 271 80 8 12
M
111 DB, M, LB, GB 307 84 12 4
v M, GB, G, DB 81 51 22 27
\Y% GB 54 33 63 4
VI GB, G, LB, M, P 125 35 38 27
VII LB 58 26 31 43
VIIT P, G, LB, GB 69 56 9 35
IX G, LB 96 30 57 13

1141 63 22 15
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Overall, the most important result is that our methodology can extract pharmaco-
logical properties only from drug-drug interaction data. As such, 63% of the assigned
drug property labels are in agreement with the drug properties already listed in Drug-
Bank 4.1; additionally, 22% of included drugs are not listed with the assigned property
in DrugBank 4.1 but are confirmed as correctly labeled, by an extensive cross-checking
process which employs literature survey and other public drug databases. As a result,
the remaining 15% of the drugs seem to be out of place according to their respective
topological cluster labeling; such situations represent opportunities for predicting drug
repositionings. Indeed, repositioning assumptions can be made by simply analyzing the
cases which seem as not compliant with topological or modularity cluster labels. We
listed all seemingly non-compliant drug cases in column Not expl. [%] (not explained)
from Table B.3l Consequently, we predict that drugs listed as not explained can be
repurposed in accordance with a pharmacological property that is given by either their
modularity or their topological cluster labels.

Apart from the most obvious approach based on label non-compliance, there is an-
other valid repurposing strategy, namely analyzing drugs which lie at the frontiers be-
tween two or mode topological clusters; the assumption is that such borderline situations
may indicate multiple pharmacological properties pertaining to the neighboring clusters.

According to our contributions [190], a short functional, pharmacological description
of the topological clusters generated with our methodology is given below:

Cluster I Antineoplastic agents, immuno-stimulants and immunosuppressants.
Cluster II Substrates, inhibitors and inducers of specific cytochrome P450 enzymes
which mostly have a CYP-related activity.

Cluster III Drugs that affect the metabolism of neurotransmitters, thus incurring cen-
tral and peripheral nervous effects.

Cluster I'V Drugs which act on alpha- and beta- adrenoreceptors, which mostly include
the cases of drugs related to sympathetic nervous system (SNS) effects [104)[117] [196] [112]).
Cluster V Most drugs from this cluster consist of renin-angiotensin system acting drugs
and diuretics, but we can also find some platelet aggregation inhibitors [114].

Cluster VI Drugs which interfere with different phases of hemostasis.

Cluster VII Drugs that have neuromuscular-blocking activity, from both pharmaco-
dynamic and pharmacotoxicologic perspectives [152][53].

Cluster VIII This cluster mostly consist of bivalent and trivalent metal cations, as
well as of their corresponding chelators [141][205] [182][135].

Cluster IX Drugs employed for treating various types of epilepsy and seizure, as well
as epileptogenic drugs [175][49].

Examples of finding new properties

To illustrate how our network-based is able to predict multiple pharmacological proper-
ties and already known repositionings, using only drug-drug interaction data, we present
the cases of Zafirlukast and Thalidomide:

e Zafirlukast is a drug used in asthma therapy; its positioning in Cluster II (Fig-
ure B4A) is motivated by the fact that it is CYP3A4 substrate and inhibitor
[205][212]. However, as opposed to most other drugs from Cluster II, zafirlukast is
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Figure 3.4: CBDDIN details that present: A) the position of Zafirlukast in Cluster II;
B) the position of Thalidomide in Cluster I.

pertains to the golden brown (GB) modularity class; this property is confirmed by
zafirlukast’s platelet activity [116]. Indeed, this example shows how our dual clus-
tering methodology (modularity class plus energy-model layout) is able to recover
multiple properties.

e Thalidomide is a recent example of drug repositioning. Initially, thalidomide was
designed for thwarting pregnant women’s morning sickness, but it was later with-
drawn because of its adverse effects on embryos. However, as of today thalido-
mide is employed for treating immunological and inflammatory disorders [18()].
This newly found property is also predicted by our method, as presented in Fig-
ure 34B: thalidomide pertains to the light blue LB modularity class (Anti-cancer
drugs) and is placed within Cluster I (Immune system related drugs).

3.1.3 Results Interpretation

The fact that our drug-drug interaction network clustering methodology generates 9
well-defined pharmacological characteristics (as presented in Figure B.2]) may suggest
that the 9 properties have essential roles in drug-drug interaction mechanisms. As
such, the fact that 9 pharmacological properties have a stronger influence on drug-drug
interactions is in itself a significant contribution.

In terms of accuracy, our prediction of pharmacologic properties is validated for 85%
of the drugs with functional information taken from DrugBank 4.1., from other drug
databases, and from literature surveys. Hence, motivated by this high prediction accu-
racy, we argue that it is extremely likely that — in the future — the predicted properties
will also be confirmed for the remaining 15%.

In our CBDDIN there are many possible repositionings. For instance, the drug
chlorzoxazone is predicted by our method as haing immunological properties, as it is
positioned in Cluster 1. Also, cefalosporin antibiotics such as cefalotin, cefamandole,
or cefixime, are predicted as acting on the immune system or neuromuscular junction,
because they pertain to Cluster VII. Moreover, predicting new properties may lead to
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predicting new interactions. Indeed, drugs bevacizumab and lorazepam are placed in
Cluster I1, so that can be predicted as interfering with CYP enzymes. Nonetheless, com-
putational models can only make useful repositioning hints, which may be subsequently
confirmed by in vivo and in vitro biomedical tools. To this end, we indicate that these
drugs be further investigated to confirm new repositionings or interactions.

From a fundamental perspective, drug-drug interactions actually express the way
that drug behaviors interfere, constructively or destructively. Consequently, it can be
said that our network clustering repositioning methodology is acting at behavioral level.
Such an approach is contrasting with most hitherto network-based repositioning strate-
gies, which rely on chemical structure similarity relationships or drug-target relation-
ships. We consider our work as a strong argument for the multi-level network approach
to drug repurposing, an approach that integrates the behavioral and structural perspec-
tives [209]. In this context, we identify DARPA’s Big Mechanism project [43] as an
appropriate platform for multi-level integration.

Our methodology from Figure [3.1] can also be used for clustering patients in medical
databases, for instance in cardiovascular disorders [I76], sleep apnea syndrome [186], or
defining endophenotypes [92]. These studies prove that disease risk factors do not as-
sociate at random, they rater converge towards well-defining patient phenotypes, which
in turn provide valuable information for precision medicine approaches.

3.2 Network Medicine

Obstructive Sleep Apnea Syndrome (OSAS) is a serious clinical disorder caused by ab-
normal breathing pauses that occur during sleep; this results in sleep fragmentation and
excessive daytime somnolence [I70][84][120]. There are studies reporting the epidemic
incidence of OSAS, with worrying increasing rates over the last 20 years [208][157][155].
If not properly diagnosed and treated, OSAS increases the morbidity and perioperative
risks [132] [131][159] [193] [161].

Apnea severity is indicated by the Apnea-Hypopnea Index AH I; this represents the
number of breathing pauses of at least 10 seconds, recorded over one hour of sleep. As
such, any patient can be classified in one of the following AHI categories: normal or
low-risk apnea (L) for AHI < 5, mild sleep apnea (Mi) for 5 < AHI < 15, moderate
sleep apnea (Mo) for 15 < AHI < 30, and severe sleep apnea (Se) when AHI > 30.

Usually, polysomnography (PSG) is used as the reference method (i.e. gold standard)
of OSAS diagnosis, which is based on measuring AHI. However, PSG is expensive,
time-consuming, and generally not adequate for population screening. [I70][163]. Since
OSAS has a significant prevalence and the PSG-based exhaustive investigation is not
feasible when screening a large population, OSAS predictors are preferred for monitoring
[192][134].

In current practice, there are three major predictive models based on questionnaires,
namely Berlin, STOP, and STOP-BANG [142][169][81][50][51]. Published studies in-
dicate STOP-BANG as the best available predictive score, due to its high sensitivity:
83.6% for AHI > 5, 92.9% for AHI > 15, and 100% for AHI > 30. However, STOP-
BANG has a low specificity (56.4% for AHI > 5, 43% for AHI > 15, and 37% for
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AHT > 30) [50][51][52] which prevents the usage of this score for population screening.
Although there are notable attempts for improving STOP-BANGs specificity [52], they
are mainly targeting narrow-type cohorts such as perioperative patients.

Consequently, our paper aims at analysing the general case, with all patient cate-
gories being taken into account for screening, and not just some specific cohorts. To
this end, our research is underpinned by a complex network perspective on uncovering
OSAS phenotypes. Indeed, network science is already successfully used in medicine
at disease-level [17], including respiratory applications [66][78][67]. Our network-based
approach on OSAS risk factors allows for better, more accurate OSAS phenotype iden-
tification, which in turn leads to a new predictive score (SASscore). In comparison with
the state-of-the-art, our OSAS risk prediction score achieves significantly better speci-
ficity in predicting actual AHI categories, which makes our SASg.oe Very appropriate
for screening big populations as part of preventive medicine programs.

3.2.1 Processing Medical Databases

In order to use complex network tools for OSAS research, we need real-world OSAS
patient datasets. Unfortunately, OSAS patients datasets are scarce and not public;
such a situation is justified by multiple aspects: big data techniques were only recently
considered as tools for respiratory medicine and OSAS; all patients must undergo hospi-
tal polysomnography (which entails a complex, expensive and time-consuming process),
while coordinated research efforts for gathering data were only recently introduced.

For instance, the biggest such OSAS database, namely European Sleep Apnea DAtabase
- ESADA [101], is not public and it gathers data from 15,956 patients in 24 sleep centers
from 16 countries, since 2007. Also, a recent OSAS study [129] where the validation is
similar to our approach, uses only one (private) validation database, comprising 1101
patients [162].

As a result, in order to perform network investigation on OSAS, we built our own
Apnea Patients Database (APD), consisting of consecutive patients with suspicion of
sleep breathing disorders, which were evaluated at Victor Babes Regional Hospital from
Timisoara (Western Romania) between March 2005 and March 2012, under the super-
vision of the hospital’s Ethics Committee (internal briefing note no. 10/12.10.2013). At
the initial visit, the study protocol was clearly explained, to obtain the patients consent
and the acceptance of referral physicians. Subsequently, respiratory polygraphy was
performed using both Philips Respironics Stardust polygraph (2005) and MAPs POLY-
MESAM IV (1998). PSG was carried out with Philips Respironics Alice 5 Diagnostic
Sleep System, according to the appropriate guidelines [I58]. The polygraphy was per-
formed both at home and at the hospital, whereas PSG measurements were performed
at the hospital under medical supervision. To preserve the information accuracy, all col-
lected data were carefully verified; throughout this process, we have ensured complete
data confidentiality. Our observational, retrospective study employs only procedures
that are standardized and non-invasive, by excluding all useless investigations. More-
over, visits did not entail additional effort for the patients or supplemental budget for
the clinic.

All 1371 patients with completed sleep study protocol and signed informed consent
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are included in the APD, each with corresponding 108 breathing parameters and an-
thropometric measurements. The APD distribution of measured AHI is presented in
Figure 3.5

i y = 27.453¢ 0025«

R* = 0.8029

Number of patients

0 20 40 60 80 100 120 140
AHI

Figure 3.5: Log-linear histogram representing the number of patients with a certain
Apnea-Hypopnea Index (AHI) value, along with the corresponding distribution fit.
The best fit is the exponential function f(z) = 27.453 - e~ %0257,

In order to verify if there is any difference between apnea and non-apnea populations
in terms of how risk factors associate and converge, we built a 611 people non-OSAS
database NAD (using the same procedure as for the APD). Also, to evaluate the pre-
diction score derived from our study, we gathered a distinct test database TD (fall of
2013) consisting of 231 patients, by following the same procedure. Figure presents
the distinct roles of our 3 databases, as well as the relationship between them.

Analysis of APD and TD

As patients within TD are used to validate our OSAS prediction with SASg.ore, Which
was obtained by processing patients from APD, we analyse if the distribution of param-
eters in TD is not too close to the corresponding distributions in APD. Such an investi-
gation is required considering that, although data for the two databases were gathered
over distinct periods of time, all measurements were performed in a given geographical
region, with subjects that mostly pertain to Caucasian anthropological characteristics.

To this end, we present the distributions of the most relevant parameters in our
research (Age A, Body Mass Index BM I, Neck Circumference NC', High Blood Pressure
HBP, and Epworth Sleepiness Score ESS), within the validation population (TD) and
the apnea patients database (APD) in Table 4] under the form of measured averages
and their corresponding standard deviations, as well as Gini coefficients. We rely on
Gini coefficients for a quantitative measure of data dispersion.

We also provide a visual comparison of AHI and relevant risk factor parameters
distributions in APD and TD (see Figure B.1). All these results show that, given that
databases contain subjects from a well-delimited geographical area and were randomly
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TRAINING SET

1371 patients
with suspicion of OSAS
Apnea Patients Database
(APD)
SAS;.., . TEST TEST FOR CLUSTER CONSISTENCY
SAS;, .o TEST SET CLUSTER COMPARISON SET
231 patients 611 patients ‘
with suspicion of OSAS not diagnosed with OSAS
Test Database Non-OSAS patients Database
(TD) (NAD)

Figure 3.6: Description of databases used in our research. The main Apnea Patients
Database (APD), comprising 1371 consecutive patients which arrive at the hospital with
suspicion of OSAS between 2005 and 2012, is used to build patient phenotypes and to
render the SASgere. The distinct Test Database (TD), comprising 231 consecutive
patients which arrive at the hospital with suspicion of OSAS in 2013, is used to verify
the sensitivity and specificity of predicting patient’s AHI and OSAS categories. The
Non-OSAS patients Database (NAD) uses consecutive assessed people which are not
diagnosed with OSAS during the spring 2015 — summer 2016 period, in order to test for
cluster consistency (i.e. compare how risk factors converge in clusters for OSAS patients
in comparison with people without OSAS).

gathered, the main parameter distributions are somehow similar - mostly normally dis-
tributed. However, Gini coefficients (especially for A, BMI and ESS) indicate an
important difference between APD and TD distributions. Moreover, Figure 3.7 shows a
significantly different AH I histogram for TD in comparison with APD. As such, in APD
there are many patients with AHI > 120, whereas in TD there is none such patient.
Also, in APD, the largest number of patients associated to an AH I value correspond to
AHI values < 20; in contrast, in TD, the largest number of patients with a given AH [
value correspond to AHI values around 40.

Building the patient network

An unweighted network is a graph (V, E'), which consists of a set of vertices (or nodes)
V and a set of edges (or links) E that represent connections [v,w] € E between certain
pairs of vertices v, w € V. We build the unweighted Apnea Patients Network (APN), by
assigning vertices and edges: each node corresponds to a distinct patient in our OSAS
patients database APD, while an edge (link) is created between two vertices if there is a
risk factor compatibility between the patients represented by the two vertices (nodes).

The risk factor compatibility is a binary function frrc € {0,1} (0 means incom-
patibility and 1 means compatibility) based on six parameters with high relevance for
OSAS: age, gender, BMI, neck circumference, blood pressure (systolic and diastolic),
and Epworth Sleepiness Score. We build our APN by considering that frre = 1 if at
least 4 out of 6 parameters are identical; otherwise frrc = 0.
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Figure 3.7: AHI distributions in APD (panels A, C, E, G, I) and TD (panels B, D, F,
H, J), as well as the normal distributions of BMI, Age A, Neck Circumference NC' and
ESS, for patients in both APD and TD.
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Parameter APD 1D

Average ‘ Gini | Average ‘ Gini
AHI 40.04 £27.83 | 0.388 | 44.39 + 26.13 | 0.334
BMI 33.01£794 |0.576 | 32.62+7.41 | 0.468

A (yrs.) 51.73 £12.44 | 0.539 | 52.01 £ 13.61 | 0.397
NC (cm.) || 42.014+£9.94 | 0.51 | 42.64+5.12 | 0.482
HBP 67.47% N/A | 64.93% N/A
ESS 10.63 £5.38 | 0.362 | 11.38 £5.19 | 0.422

Table 3.4: AHI and relevant risk factor parameters distribution in the Apnea Patients
Database (APD) and Test Database (TD), given as average values plus standard devia-
tion, as well as Gini coefficients. We only considered boolean values for the High Blood
Pressure (i.e. if the patient has high blood pressure or not); in this case, we provided
the percentages of people with high blood pressure.

The six parameters are selected from the pool of all relevant risk factors (all measured
parameters can be found in the supplementary file Apnea-Patients-Database-(APD)-
and-Test-Database-(TD).zlsx), because they can be measured easily and objectively;
such objective measurements can be performed anywhere, and are widely accepted in the
medical literature [120]. In contrast, other scores consider snoring and witnessed apnea
episodes as factors, but these are parameters which cannot be observed or measured
objectively.

The reason for adopting the 4-out-of-6 criterion is that it assures the right amount
of link density in the APN, meaning that there are enough links so that the APN is
connected, but not too many links so that communities (i.e. clusters) can be rendered
with energy model layouts [147]. As Figure B8 shows that the 4 out of 6 link filtering
represents the best alternative, we use this criterion to build the APN. To the best of
our knowledge, this link filtering procedure is original and hasnt been used before in
such network-based approaches.

APN clustering

We clustered the APN, by using a dual clustering methodology: energy-model layouts
plus modularity classes, similar to the approach from [190]. Energy-models are force
directed network layout algorithms, namely visual tools that assign certain positions in
the Euclidian space to both nodes and edges [147]. To this end, we used the Force Atlas 2
algorithm [I08] as network layout; this new layout is very effective in clustering various
types of complex networks, as it is based on previous theoretical foundation of force
directed attraction-repulsion algorithms [87][146]. Indeed, Force Atlas 2 is clustering
complex networks by producing well-defined topological clusters. The overview of the
entire clustering process, including testing cluster convergence with non-OSAS control
patients and validation of S ASgcore, is presented in Figure 3.9l In addition to the layout
algorithm, we used modularity-based network clustering [93], a method that was proven
to be effective in network medicine [66][78].
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Figure 3.8: Apnea Patients Network (APN) edge filtering, by considering different def-
initions for frrc = 1, when we adopt the z-out-of-6 criteria (x = 1, 2, 3, 4, 5, and
6). The visual result indicate x = 4 as the best solution, because the edge density is
convenient for rendering topological clusters with energy model layouts. Other values
for x will generate too dense or too sparse networks.

3.2.2 Network Analysis for OSAS Patients Phenotype Defini-
tion

APN Analysis

The APN representation resulted from our clustering methodology is presented in Figure
[3.10, where the distinct colors correspond to distinct modularity classes, and the well-
defined topological clusters are explained accordingly. In Figure B.10, we interpret the
8 topological clusters as distinct phenotypes, and provide the risk factors prevalence as
percentages (L, Mi, Mo, Se)% for each such cluster/phenotype.

Non-OSAS Patients Network (NPN) analysis

Using the information from the 611 people non-OSAS database (NAD), we employ the
same procedure as for the APN from Figure The NAD represents the control
population, consisting of people that are not diagnosed with OSAS. The result of ap-
plying our methodology on NAD patients is presented in Figure B.11] where the colors
correspond to distinct modularity classes; at the same time, topological communities
rendered with the energy-model layout Force Atlas 2 are indicated and explained.

Upon visual inspection, Figure BIT] suggests that in the non-OSAS control popula-
tion there are more patterns of risk factors association, which leads to a number of 12
topological clusters and modularity classes that are not correlated with OSAS or AHI
risk groups. As such, according to our network-based methodology, it occurs that the 6
considered risk factors consistently converge only for the individuals with OSAS.
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Figure 3.9: Overview of the proposed dual clustering methodology (modularity classes
represented with distinct colors and topological clusters emerged from running the force
directed layout Force Atlas 2), along with testing cluster formation against non-OSAS
control patients (i.e. showing that risk factors converge differently for OSAS and non-
OSAS patients), cluster consistency and SASger validation.

Description of Phenotypes

In order to have a clear characterization of our rendered phenotypes, we are tracking
the OSAS comorbidities (as recorded in the APD) within the APN. To this end, we
consider the comorbidity types: cardiovascular (e.g. hypertension or stroke), nutritional
(e.g. obesity or diabetes), and respiratory-related (e.g. COPD or asthma). Figure
presents the highlighted comorbidities within the APN, by using distinct colors
for comorbidity types that appear individually, as well as for comorbidity type overlaps
(cardiovascular + nutritional, cardiovascular + respiratory, nutritional + respiratory,
cardiovascular + nutritional + respiratory), and patients without known comorbidities.
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Figure 3.10: Apnea Patients Network (APN) obtained with data from the Apnea Pa-
tients Database (APD), according to the risk factor compatibility relationship, using our
dual network clustering methodology (i.e. modularity classes and energy-model layouts).
The assigned colors correspond to modularity classes, and the 8 topological clusters are
indicated. For each topological cluster, statistics are provided in red (as percentages)
for all AHT risk groups: low, mild, moderate, and severe, using the format (L, Mi, Mo,
Se)% (e.g. in Cluster 2 the patients are distributed on risk groups as follows: 9% L,
15% Mi, 19% Mo, 57% Se). The risk group classification is made with AHI values
that are obtained by actually performing polysomnography (PSG) and polygraphy.



3.2. NETWORK MEDICINE 95

1. males, not obese, thin neck, 20-40
years, no HBP. no sleepiness

7. males, not obese, 20-40
years, no HBP, sleepiness

o o A82-0

10. females. not obese, thin neck.
no HBP, no sleepiness

6. males, not obese, thin neck,
HBP, no sleepiness

9. females, not obese,
[ thick neck, HBP

2. males, thick neck. 40-60
years, no HBP. no sleepiness

11. females, not obese, thin neck,
60+ years, no HBP, no sleepeiness

N 12. females, obese, thin neck,
» 60+ years, HBP, sleepiness
@

: 33"' 8. males, obese, thin neck,
no sleepiness

5. males, not obese, thick neck,

3. males, obese, thick neck,
HBP, no sleepiness

40-60 years, sleepiness

4. males, obese, thick neck, 40-60
years, HBP, no sleepiness

Figure 3.11: Non-OSAS Patients Network (NPN), obtained with data from the non-
OSAS database (NAD) control population database. The colors correspond to 12 mod-
ularity classes. Also, the energy-model layout Force Atlas 2 generates 12 topological
clusters, which are described in terms of risk factors and their correspondence with the
modularity classes.

In light of comorbidity and AHI risk groups statistics provided in Table for each
cluster resulted from our network analysis (as illustrated in Figures B.10 and B.12]), we
characterize the phenotypes as follows:

e Phenotype 1: Mostly patients within the Se AHI risk group, which are generally
obese males with thick neck, high blood pressure, sleepiness, and age between 40
and 60 years. For a large majority of these patients, all comorbidity types overlap.

e Phenotype 2: The large majority of these patients have Mo and Se apnea forms;
they are obese females with thick neck, high blood pressure, sleepiness, age between
40 and 60 years. In this phenotype there are no patients with only respiratory
comorbidities and only few of them have single nutritional comorbidities.

e Phenotype 3: The patients have mostly Mo and Se apnea, but there are less
Se forms in comparison with other phenotypes; they are obese females with thin
neck, high blood pressure, no sleepiness, and age between 40 and 60 years. This
phenotype does not contain patients with only respiratory comorbidities.

e Phenotype 4: Mostly Se patients; however, there is a significant number of Mo
individuals, which are generally obese males with thick neck, high blood pressure,
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sleepiness, and over 60 years. In this phenotype only a few patients have the single
respiratory comorbidities type.

Phenotype 5: Mostly Se, Mo, and M1 patients, which are obese young males
with thick neck, high blood pressure, no sleepiness, and age between 20 and 40. In
this phenotype, almost all patients have nutritional comorbidities or comorbidity
overlaps that include the nutritional type.

Phenotype 6: Consists of mostly Mo and Se apnea; the patients within this
phenotype are generally obese males with thick neck, no high blood pressure, no
sleepiness, and middle aged (40-60 years old). Their comorbidities are mostly
nutritional-related (either single nutritional comorbidity or an association of co-
morbidities that contains the nutritional type).

Phenotype 7: Patients with mostly Mo and Se apnea, but with less Se forms in
comparison with other phenotypes; this phenotypes patients are generally males
of all ages with thin neck, no high blood pressure, and no sleepiness. The majority
of these patients have no comorbidities; however, those who have a comorbidity
tend to have respiratory-related problems.

Phenotype 8: Patients mostly within Se, Mo, and M: AHI risk groups; they
are males from all age groups with thin neck, no sleepiness, but with high blood
pressure. These patients tend to have a single cardiovascular comorbidity type or
an association of comorbidities that include the cardiovascular type.
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Figure 3.12: The Apnea Patients Network (APN), with highlighted individual comor-
bidities and associations of comorbidities. The red nodes correspond to patients that
have only cardiovascular comorbidities (C' in panel A), the yellow nodes to only nutrition-
related (N in panel B), and blue nodes represent OSAS patients with only respiratory
comorbidities (R in panel C). Patients with overlapping comorbidity types are rep-
resented within the APN as follows: orange nodes correspond to cardiovascular plus
nutritional comorbidities (C'+ N in panel D), purple nodes to cardiovascular plus res-
piratory comorbidities (C'+ R in panel E), green nodes to nutritional plus respiratory
comorbidities (N + R in panel F'), and black nodes to the superposition of cardiovascu-
lar, nutritional and respiratory comorbidities (C'+ N + R, panel G). The OSAS patients
without known comorbidities are highlighted in the APN as white nodes (H in panel
H). We also provide the APN where all nodes are labeled according to their comorbidity
or comorbidities overlapping in panel I.
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OSAS risk prediction with SASg...

Normally, classifying any new patient in one of the phenotypes can be performed by
adding the new patient to the APN and then running the modularity class and force-
directed layout algorithms in Gephi one more time. However, in clinical practice, of-
tentimes physicians are unable to perform these rather complex and time consuming
computational steps (i.e. manipulation of databases and managing Gephi plugins), be-
cause of deadline commandments and resource constraints.

In order to deal with this problem, we propose a simplified solution for classify-
ing de novo patients, using a computer algorithm that is implemented as a web-based
application.

As such, for each such newly arrived patient, we measure the relevant data, namely
age A (expressed in years), gender G (male/female), body mass index BM1I (rational
number), neck circumference NC' (centimetres), systolic blood pressure SBP and di-
astolic blood pressure DBP (integer numbers), Epworth sleepiness score ESS (integer
number); these data are introduced and recorded in our computer application using
a visual interface questionnaire. The measured data is used to further compute the
parameters that are employed at classifying patients in one of the 8 network clusters
(corresponding to the 8 described phenotypes): high blood pressure H BP, thick neck
TN, obesity Ob, age group AG, sleepiness SLP, composite risk factor CRF, reduced
composite risk factor RCRF. The parameter computation is performed automatically
by our computer software, according to Equations [3.1] 3.2 3.3 3.4] 3.5 B.6, and B.7k

HBP — 1 if ' SBP > 140 and DBP > 90 (3.1)
0 otherwise
1 if (G = female and NC > 40) or (G = male and NC' > 43)
TN = .
0 otherwise
(3.2
1 if BMI > 30
Ob = { 0 otherwise (3.3)
1 if A<20
) 2 i Ae[20,40)
AG=19 3 it Ac [10,60) (3.4)
3 if A>60
1 if ESS > 11
SLP = { 0 otherwise (3.5)
CORF = HBP + Ob+ TN (3.6)
RCRF = Ob + TN (3.7)

Our computer application employs the simplified algorithm for classifying new pa-
tients in one of the 8 phenotypes, as presented in Figure B.13] under the form of a
flowchart. The cluster classification algorithm from Figure [3.13] simply follows the de-
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Patient(G, A, BMI, NC, SBP, DBP, ESS)

Female /K Male
G

€ [40, 60)

Figure 3.13: The algorithm for classifying new patients in one of the 8 phenotypes, de-
noted as P; to Ps. Decisions are made according to the measured parameters (gender-G,
age-A, body mass index-BM I, systolic blood pressure-SBP, diastolic blood pressure-
DBP, Epworth sleepiness score-ESS), as well as according to the computed parameters
(high blood pressure-H BP, thick neck-T'N, composite risk factor-CRF, reduced com-
posite risk factor-RCRF).

scription in terms of dominant (i.e. majority) anthropometric characteristics, as pre-
sented in Table 3.6

The diagram in Figure is only used for classifying a patient into one of the 8
phenotypes, while our SAS g0 formula is used afterwards to compute the quantitative
risk of OSAS. For this purpose, our score uses the mean parameter values from each
corresponding phenotype. Therefore, our simplified OSAS risk assessment procedure
works in the following order:

1. Anthropometric measurements on new patient.

2. Classification of patient in one of 8 phenotypes (using the algorithm in Figure

B.13).
3. Refer to cluster normalization averages from Table 3.7
4. Computation of SASg.ore using Equation 3.8

To implement the procedure from above, our computer application automatically
computes the average parameter values for each cluster in our APN from Figure
(see Table B.1). Therefore, having the six recorded parameters for any new patient
that has to be evaluated, and the average values BM[Cluster . NCCluster - g g pCluster.
DBPCluster pGSCluster with Cluster € {1,2,...,8} as presented in Table 4, SASgore
is automatically computed by our computer program according to Equation B.8, then
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correspondingly displayed by the web-based interface.

BMI NC 1 SBP DBP ESS
BMIaCluster + NCaCluster + 5 (SBPaCluster + DBPaCluster) + ESSaCluster :
(3.8)
SASscore values are > 1 and generally < 7; this range of values can further serve
at classifying patients according to a risk severity level that corresponds to the actual
OSAS severity (i.e. as defined by the AHI risk groups: L, Mi, Mo, Se). To this
end, we analyse the correlation between SASg... and the actual AHI values for all
patients within the APN, by approximating the predicted AHI as linear dependence:
AHI, = 11.227-SASgcore+1.9387. Accordingly, S ASgcore can predict the OSAS severity,
due to its correspondence with AHI risk groups:

SASScore =

L if SASSCOT& <3
Mi if 3 < SASscore < 3.5
Mo if 3.5 < SASgeme < 4
Se if 4< SASsure

OSASseverity = (3.9)

In order to evaluate SASg.ore, we compute the SASg..re On de novo patients from
our test database TD. The evaluation results indicate that sensitivity and specificity
values for SASg.ore applied on TD patients are 0.887 and 0.381 respectively. Prior
to our network analysis, we also computed STOP-BANG on each of the TD patients
and measured their actual AHI; therefore we are able to compute the STOP-BANG
sensitivity and specificity on TD as 0.875 and 0.179 respectively. Taken together, these
results obtained on the Test Database, consisting of de novo patients only, suggest that
our SASgcore significantly outperforms STOP-BANG in terms of specificity (i.e. it is2.13
times better), and remains slightly better than STOP-BANG in terms of sensitivity (i.e.
an increase of 1.37%). We consider these results as relevant, as long as the distribution
of AHI in the TD is notably different from the distribution of AHI in APD (see Figure
B.7 on the top panel).

We also create a test patient network (TPN), similar to building the APN, and then
apply our dual clustering methodology. The result is presented in Figure [3.14f upon
visual inspection it can be noticed that the clusters emerged in TPN are similar to the
clusters from Figure APN;, even if the number of patients is significantly smaller
in TD; this result suggests that the association and convergence of risk factors in OSAS
patients is indeed a non-random, consistent process.

3.2.3 Validation of OSAS Risk Prediction with SASq.ye
Clustering Consistency Validation

In this subsection, we verify that rendering the clusters in Figure .10 is not mere
serendipity, and it is not induced by some fortunate heterogeneity of patients. To this
end, we perform random shuffling and bootstrapping test investigations.

Because our clustering methodology starts with a random state, namely it starts with
the raw network where nodes are randomly placed and the links have corresponding
lengths (see Figure B]), our first shuffling test consists of running the procedure in
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1. males, obese, thick neck. 40+ years, HBP. sleepiness (AHI group 3)

k . ‘ ’ 4. males, obese, thick neck, no sleepiness

o

3. males, not obese, thin neck,
no HBP. no sleepiness

2. females, obese, thin neck, 40+ years, HBP (AHI group 3)

Figure 3.14: Representation of Test Database-TD patients, according to the risk factor
compatibility, using the proposed network-based methodology. Although the number of
patients is significantly smaller in comparison with the primary Apnea Patients Network-
APN, the visual inspection reveals that the emerged clusters are similar to clusters from
Figure (APN).

Figure many times in order to see if we get statistically consistent results. Therefore,
we run our dual clustering procedure 100 times on the same APD, and then measure
the distribution of anthropometric values for each phenotype. The result of our random
shuffling is given in Table[3.8§ which presents average anthropometric measurements with
standard deviations (expressed as percentages) for the each APN cluster/phenotype after
100 runs. Indeed, the deviations from the average values are very small, emphasizing
the consistency of our clustering procedure in Figure

Our second test approach entails generating test APDs from the original patient
dataset, in order to perform bootstrapping. To do so, we generate 10 new APD datasets
with the same number of patients as the original APD, by randomly selecting patients
from the original APD database. Therefore, in the test APDs, some of the original
patients may be missing, while others may be present two or more times. Next, we apply
the same clustering methodology from Figure and find that the same phenotypes
emerge.

The characteristics of the original APN phenotypes from Figure are provided
in Table 3.9t Table shows the averaged characteristics, for each cluster, over the
randomized 10 APNs obtained by bootstrapping. In Table distinct character types
suggest how close (bold and normal characters) or how far (grey italics) are the pheno-
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type characteristics resulted from bootstrapping from the original APN values.

The values from Table B.I0 show that the dominant characteristics of each cluster
in the test APNs are very similar to the cluster characteristics from the original APN.
As a result, even if we create new APDs with corresponding APNs by shuffling the
patients from our dataset, the bootstrapping procedure yields the same phenotypes.
The bootstrapping procedure reveals that some phenotypes emerge as more stable when
randomized (e.g. clusters 1, 3, 4, 5), with small offset compared to the original APN.
The lack of convergence over multiple randomizations could be interpreted as a lack of
representativeness as an OSAS phenotype. As such, clusters 2 and 6 are slightly less
representative, and clusters 7 and 8 are notably variable, suggesting that the last two
phenotypes may not be so well characterized, due to the reduced amount of patient
data.

As our APN will grow over time, the less convergent clusters 7 and 8 might be-
come more representative. Indeed, the fact that even in the original APN from Figure
[B.I0 clusters 7 and 8 present significant overlapping and that their topological segrega-
tion from other clusters is somehow fuzzy confirms the conclusion of our bootstrapping
investigation.

Validating the Cluster Classifying Algorithm

In order to validate the simplified phenotype/cluster classifying algorithm from Figure
[B.13] we propose the following methodology: we classify the patients in the TD, accord-
ing to the algorithm from Figure[3.13l This procedure assigns each patient from the TD
a matching cluster between 1-8.

To confirm the consistency of the assignment, we also add the TD patients in the
APN resulting a new APN* (consisting of patients from both APD and TD). We run the
force-directed cluster segregation algorithm Force Atlas 2 in conjunction with modularity
classes on the APN* using Gephi, and then we compare the number of matches between
phenotypes assigned by our algorithm in Figure B.13] - on one hand —, and Force Atlas
2 in Gephi — on the other hand. The results are that, out of 231 TD patients, 212
(91.77%) are assigned to the correct phenotype with the algorithm in Figure B.I3] thus
proving that we can rely on the algorithm for OSAS diagnosis with SASg... Which is
described in Section OSAS risk prediction with SASseore-

Comparison with Other Approaches

We compare our S ASg..r. prediction method against other possible big data approaches.
To this end, we apply machine learning on the entire patient population from the APD.
As such, we use Wekas [100] classifying and clustering features, in order to obtain an
alternative prediction model for our OSAS patients. We rely on the simple K-means
[166] and farthest first [64] classifiers; these are popular algorithms integrated in Weka,
which were also used in classifying lung cancer [64].

First, we run the simple K-means algorithm with the same attributes (anthropo-
metric measurements) as used in our SASgeore. The algorithm finds a diagnostic model
based only on two clusters:
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e Cluster 1 (436 patients): males, age < 50 yrs, low obesity (BMI < 32), thin neck
(< 43cm), no HBP;

e Cluster 2 (935 patients): males, age > 50 yrs, obese (BMI > 32), thick neck (>
43cm), with HBP.

In conclusion, the K-means algorithm assigns any patient into extreme phenotypes: ei-
ther a severe OSAS phenotype (Cluster 2), or a marginally healthy phenotype (Cluster
1).

By running the farthest first algorithm, we also obtain a model which assigns pa-
tients in one of two possible phenotypes. The first such phenotype (consisting of 983
patients) characterizes all patients with severe OSAS, and the second (388 patients)
contains patients with very severe OSAS. Unfortunately, the output of Weka indicates
this classifier as having very low performance, because 49.23% of the nodes are assigned
incorrectly, meaning that half of the population is not well described by any of the two
clusters.

Consequently, we find that machine learning is not well suited for this kind of data
analysis, possibly due to the relatively small number of patients in the APD. Moreover,
machine learning seems not to able to classify patients on more than 2 OSAS severity
levels.

3.2.4 Discussion

The proposed method is not the first to cluster apnea patients [110][198][206], but to the
best of our knowledge it is the first network-based approach used for clustering apnea
patients. Another important feature is that our network-based methodology employs
only easy-to-measure, objective clustering parameters (AH [ is used only for phenotype
evaluation). This way, our clustering methodology emphasizes the high complexity of
OSAS phenotypes, from typical (cluster 1 yellow) to the less obvious ones (clusters 6,
7, 8).

When defining the 8 apnea phenotypes, besides the force-directed layout, we also use
modularity class clustering. In Figure .10, the phenotypes based on modularity classes
are generally consistent with the topological clusters resulted from applying the Force
Atlas 2 layout. However, the visual inspection of Figure reveals that phenotypes
5, 6, 7, and 8 tend to spatially overlap; this tendency is much stronger for phenotypes
6, 7, and 8. Such a tendency for overlapping phenotypes that characterize patients
with generally mild and moderate OSAS is also suggested by Joosten et al. [110]. This
observation may indicate that these phenotypes are interrelated and generally hard to
distinguish in clinical practice. Still, some of the nodes in these clusters (e.g. cluster
8) have a clear tendency towards separation from the overlapping; this indicates that
we probably need more patients/nodes, in order to completely segregate Cluster 8.
Nonetheless, we preferred to use the distinct modularity classes in conjunction with the
topological clusters because they bring more information, i.e. more detail which can be
useful for medical analysis.

From a medical standpoint, we note that our dual clustering method renders distinct
male and female clusters; this observation is consistent with the state of the art medical
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literature which holds gender as a very important predictor of OSAS. For instance, in a
2009-2013 study on 272,705 patients from North America, referred for home sleep apnea
testing, clinical OSAS features are found to be more common in males than females [32].
Other studies performed on 23,806 [90], and 1,010 [194] patients respectively, show clear
differentiation between the two genders in terms of AHI distribution and severity.

In current practice, the commonly used score for predicting sleep apnea is STOP-
BANG. In comparison with STOP-BANG, our SASscore significantly improves the pre-
diction specificity (2.13 times better than STOP-BANG), and slightly improves its sen-
sitivity. STOP-BANG already has high sensitivity because it was especially designed for
perioperative patients, where it is essential to identify all potential risks associated with
anaesthesia (including OSAS). To further emphasize the higher specificity of S ASgcore,
we mention that by using our score, all non-OSAS subjects from NAD were correctly
predicted as L (low risk). Also, as opposed to previous scores, SASscore yields a much
more accurate 4-level classification; indeed, for the available training databases, even ma-
chine learning approaches cannot render more than a 2-level classification. Moreover,
as opposed to STOP-BANG (a fixed questionnaire that cannot be adjusted to specific
patients characteristics), SASscore represents an adaptive methodology. Therefore, as
the database grows, better sensitivity and specificity are expected. However, the pro-
cedure which leads to rendering SASscore, as described in section OSAS risk prediction
with S ASseore represents a simplified application of our patient clustering/phenotyping
method; this method can also be applied in offline conditions, which makes it amenable
to clinical practice. Otherwise, if the clinician uses the more sophisticated Gephi-based
approach, by adding each new patient to the APN and subsequently running the force-
directed layout in conjunction with modularity classes, then the classifying algorithm
from Figure B.13] becomes useless.

Although the network-based method was applied on patients from a given geograph-
ical area, having mostly Caucasian anthropometric characteristics, it can be directly
employed for other targeted populations. As such, the network analysis will render new,
specific cluster average values (such as BM [Cluster  NCCluster - g p pCluster - [) g pCluster
ESSCtuster) - Subsequently, SASgeore values that are specific to the targeted population,
can be rendered with the SASsq... equation. Eventually, due to its higher specificity,
the SASg.ore can be integrated into a large area apnea monitoring procedure, which
aims at specifically discovering typical severe cases (easy to investigate with portable
devices), as well as isolating borderline cases (that might be investigated in a sleep lab
with a polysomnography device). This way, efficient personalized patient processing can
be achieved by making use of prioritization according to the predicted severity level. For
instance, this method can be a useful tool for sleep apnea screening in large population
categories, such as professional drivers since, at the European level, the new 2014/85/EU
directive regarding professional drivers is recommended from January 2016 []. In this
context, our website [sasscore.appspot.com|is a good example of a large-area, accessi-
ble OSAS risk prediction tool. Indeed, SASs.... can be conveniently computed in both
clinical and population-monitoring practices, due to the fact that it is implemented as

!Commission Directive COMMISSION DIRECTIVE 2014/85/EU of 1 July 2014 amending Directive
2006/126/EC — European Parliament and the Council on driving licences.


sasscore.appspot.com
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easy-to-use smartphone and web-based applications A www . pneumoresearch.ro)). To
this end, processing data and obtaining the prediction score requires less than 1 minute

per individual.

’https://play.google.com/store/apps/details?id=aerscore.topindustries.aerscore&hl=en


www.pneumoresearch.ro
https://play.google.com/store/apps/details?id=aerscore.topindustries.aerscore&hl=en
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Ph.

Description

Comorbidity types and associations [%)]

AHI risk groups [%)]

R

| C+ N[C+R|N+R|C+N+R]|H

L|Mi|Mo|Se

Mostly Se with
C + N + R co-
morbidities

2.38

32.65

3.4

61.57

4

5

17

74

Mostly Mo and
Se, thick neck
females, no R,
few N

6.49

0.65

61.04

3.9

0.65

27.27

15

19

57

Mostly Mo,
Se, thin neck
females, no R

13.66

10.24

48.29

1.95

2.93

22.93

12

13

31

44

Mostly Mo
and Se, elderly
males with
thick neck, few
R

6.52

3.62

36.96

5.8

3.62

44.48

20

72

Mostly Mi,
Mo, Se, obese
young males,
mostly N

2.47

18.52

1.23

19.75

3.09

20.99

32.72

10

22

59

Mostly Mo,
Se, 40-60 yrs.
obese males, no
HBP, mostly
N

2.58

33.55

5.81

10.97

1.29

31.61

7.74

6.45

16

19

58

Less Se, non-
obese, thin
neck, no HBP
males, mostly
H, some R

8.84

0.68

27.21

0.68

4.76

57.83

13

22

25

40

Less Se, non-
obese, thin
neck, HBP
males, mostly

C

38.79

2.59

9.48

28.45

2.59

18.1

16

18

58

Table 3.5: Description of the eight relevant Apnea Patients Network (APN) phenotypes.

The phenotypes (Ph) are listed with a short description in terms of most or least predom-
inant AHI risk groups (low risk-L, mild-M3i, moderate-Mo, and severe-Se), significant
combinations of the 6 objective parameters, and most/least predominant comorbidity
types (cardiovascular-C, nutritional- N, respiratory- R, and without comorbidities-H ) or
comorbidity types overlaps (C'+ N = cardiovascular + nutritional, C'+ R = cardiovas-
cular 4 respiratory, N + R = nutritional + respiratory, C'+ N 4+ R = cardiovascular +
nutritional 4 respiratory). For each phenotype, we provide the corresponding percent-
ages for comorbidity types and comorbidity type associations, as well as the percentage
of patients pertaining to one of the AHI risk groups; the boldface entries correspond
to representative values, in terms of simple majority. In phenotype descriptions, HBP
stands for high blood pressure.
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‘ Cluster H Size [no.] ‘ G ‘ Ob ‘ TN ‘ AG ‘ HBP ‘ SLP ‘
1 294 M| 1 1 3 1 —
2 116 F 1 1 3 1 —
3 178 F 1 0 ~3 1 ~0
4 208 M| 1 ~1 4 1 -
5 76 M| 1 1 2 1 —
6 218 M| 1 1 — 0 —
7 219 M| ~0 0 — 0 ~0
8 62 M| O - 3 1 —

Table 3.6: Dominant anthropometric characteristics of each phenotype. A dash entry
(-) means that the metric is not statistically relevant for the corresponding cluster; a
tilde (~”) means partially relevant (60-80% have the indicated characteristic), and no
special sign means highly relevant (>80% of patients in the cluster have the indicated
characteristic).

Cluster
1 | 2 |3 | 4 |5 6 | 7 E
BMCtster |1'36.83 | 37.54 | 31.88 | 33.75 | 34.99 |32.93 |22.74 | 28.67
N luster 47.66 | 43.9 35.91 | 46.79 | 43.17 | 43.66 | 33.39 | 37.36
SBPCuster |1 143.96 | 145.32 | 139.48 | 140.56 | 133.74 | 125.46 | 119.66 | 134.55
DBPCWster |1 8946 | 87.61 | 85.80 | 84.28 | 84.43 | 80.75 | 73.16 | 84.41
ESSCtuster |1 11.49 | 10.77 | 7.74 10.10 | 8.58 9.50 6.28 8.90

Table 3.7: Average values for the relevant parameters (body mass index-BM I, neck
circumference- NC, systolic blood pressure-SBP, diastolic blood pressure-DBP, Ep-
worth sleepiness score-ESS), which are computed for each of the 8 clusters in Figure

B.10

| Cluster || A | BMI | NC | HBP | ESS |

1 51.89+0 [ 36.83+0 [ 47.66+0 | 100%+0 [ 114940 [ 50.75+0
2 54.11+3.51 | 37.734+0.86 | 44.13+0.47 | 92% £5.22 | 10.59 +0.99 | 38.3 +0.49
3 56.14 +1.87 | 31.884+1.27 | 35.87 £ 1.13 | 87% £5.77 | 7.8+£2.45 | 30.92+3.09
4 66.47 +0.28 | 33.84 £ 1.55 | 44.15+2.46 | 90% £6.78 | 10.02 +1.64 | 42.99 +3.3
5 34.54+1.34 | 35.09+ 1.53 | 44.52+2.39 | 51% £5.27 | 8.94+£3.26 | 49.66 + 4.94
6 51.23+2.45 [ 32.904+1.66 | 45.23+3.08 | 0% +0 9.85 + 2.82 44+4

7 43.59+2.62 | 24.6+5.77 [ 33.01+£1.35 | 7% +£10.57 | 6.46+2.51 | 25.93+2.9
8 55.924+4.47 | 27+£3.55 |39.96+4.51 | 96% +10.42 | 8.75+3.64 | 34.29 & 2.66

Table 3.8: Average anthropometric measurements with standard deviations (expressed
as percentages [%]) for the anthropometric parameters (Age A, BM1I, Neck Circumfer-
ence NC', High Blood Pressure H BP, Epworth Sleepiness Score £SS, Apnea-Hypopnea
Index AHI) in the APN clusters/phenotypes after 100 runs (for instance, the average
age in cluster 2 is 54.11 years with a standard deviation of 3.51%).
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[Cluster [ G | Ob | TN | AG | HBP | SLP |
1 M (100%) | 1 (100%) | 1 (100%) | 3 (100%) | 1 (100%) | 1 (61%)
2 F (100%) | 1(96%) |1 (100%) | 3 (92%) |1 (100%) | 1 (56%)
3 F (80%) | 1(81%) |0 (100%) | 3 (69%) | 1 (96%) |0 (70%)
4 M (100%) | 1 (82%) | 1 (77%) |4 (100%) | 1 (99%) |1 (52%)
5 M (100%) | 1 (96%) | 1(83%) |2 (100%) | 1 (100%) | 0 (64%)
6 M (88%) | 1 (87%) |1 (100%) | 3 (57%) |0 (100%) | 0 (57%)
7 M (67%) | 0 (61%) | 0(99%) | 3 (50%) |0 (100%) | 0 (77%)
8 M (98%) | 0 (100%) | 0 (55%) | 3 (84%) [ 1 (100%) | 0 (58%)

Table 3.9: Defining phenotype characteristics given as majority values with correspond-
ing percentages, as measured in the original APN communities.

‘ Cluster H G ‘ Ob ‘ TN ‘ AG ‘ HBP ‘ SLP ‘
1 M (100%) | 1 (100%) | 1 (100%) | 3 (100%) | 1 (100%) | 1 (60%)
F (100%) | 1 (96%) |1 (100%) | 3 (7/%) |1 (100%) | 1 (60%)
F (90%) 1 (81%) | 0 (100%) | 3 (63%) 1 (87%) |0 (69%)
M (95%) | 1 (86%) | 1 (88%) |4 (100%) | 1 (97%) | 1 (53%)
M (97%) | 1 (97%) | 1 (86%) |2 (100%) | 1 (79%) | 0 (62%)
M (95%) | 1 (87%) | 1 (96%) | 3 (73%) | 0 (100%) | 0 (58%)
M (81%) | 0 (64%) | 0 (39%) | 9 (75%) | 0 (99%) | 0 (70%)
M (82%) 0 (84%) 0 (80%) 3(68%) | 1(100%) | 0 (71%)

O | OO = W N

Table 3.10: Characteristic features of phenotypes averaged over 10 randomized APNs.
Majority average percentages for the dominant values are rounded to the nearest integer,
while the colors represent how close these averages are to the measurements on the
original APN from Table 6: bold entries correspond to very close matches (percentage
difference <6%), normal character entries correspond to a good match (6% < percentage
difference < 15%), while grey-italics table entries correspond to significant differences

(>15%).
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Chapter 4

On-Chip Communication Networks

4.1 Introduction

The electronic technology has already reached the crucial point where the complexity of
resources is no longer easy to deal with. If; in the past, the main challenges in computer
systems design were related to the resource scarcity, today we are rather confronted with
the problems brought by their abundance [I79]. Under these circumstances, besides
computation, communication becomes a pivotal design aspect [138].

The Network-On-Chip paradigm creates incentives for coping with the communica-
tion needs of multi and many-core systems. However, the design and analysis of such
a structure will have difficulties in performing optimization in a space spanned by net-
work topology, routing function, and node communication resources (i.e. buffer space)
[127]. Optimization becomes even more difficult, as network’s behavior is character-
ized by a non-equilibrium [69], multi-fractal process [26][27]. Moreover, it seems that
the workload, generated by software processes, has the same fractal characteristics [96].
As such, dealing with dynamic critical phenomena such as congestion becomes rather
cumbersome if we are to rely on conventional solutions only [127].

In this context, the primary objective of this paper is to offer a framework for de-
veloping silicon chips that can accommodate 1000 and over cores. Therefore, besides
the paramount importance of efficient communication, the topological solution proposed
herein would have to cope with other demands, as — for instance — power consumption,
heat dissipation, controllability or reliability.

A legitimate question would be: what is the topology that will provide means for
dealing with the communication-related problems and — at the same time — cope with
scalability demands of accommodating thousands of cores, while preserving a regular
structure that is amenable to VLSI implementations? In order to deal with these chal-
lenges, computer engineering has found inspiration in Nature back to its dawn [179];
indeed, these solutions provide correct and robust answers for many complexity issues,
including communication [143]. This paper proposes such a solution inspired by Nature’s
fractal shape design [126], for generating underlying topologies in NoC many-core (i.e.
more than thousand cores) communication systems. It is based on the brain connection
model from [I37], which provides communication support for ”a billion-agent society”.

The rest of the paper is organized as follows: Section[4.2presents the status quo in the
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field of multi-core NoC and the perspectives of building thousand of cores communication
systems, Section describes the framework for fractal NoC architecture generation,
and Section 4.4l details how resources can be allocated within the proposed architectural
framework.

4.2 Background and Motivation

4.2.1 State-of-the-Art

State-of-the-art architectures in NoC-based system design mostly rely on regular mesh-
like topologies. There are many advantages in using such a uniform structure: it simpli-
fies the design complexity, the application mapping and the VLSI physical implemen-
tation details [127]. But, on the other hand, this view is tributary to a rather static
approach, that does not take into account the extremely complex dynamic phenomena
like phase transition, that occurs especially when the network size grows [62][69][197].

Of course, this problem was already anticipated and dealt with in a variety of ways.
For instance, [I81] proposes a nature-inspired, heuristic architectural synthesis frame-
work. However, using this approach, unless some specific communication protocols,
mapping and scheduling techniques are used, the design complexity will be high. Other
techniques with topological implications are relying on long range links, which are in-
serted such that critical dynamic phenomena, such as congestion, are avoided [I50].

Another approach is to use an appropriate theoretical framework that allows for
characterizing the dynamical parameters of the regular network, so that the resource al-
location can be performed accordingly [26][27][151]. The theoretical analysis for complex
networks is generally based on 3 important parameters or measures [200]: average path
length (L), clustering coefficient (C') and degree distribution (P). In short, the average
path length is the average number of edges between any 2 nodes in the given topology.
The clustering coefficient of a node is the fraction of the node’s neighbor pairs that are
neighbors between themselves. The average of clustering coefficients pertaining to all
the nodes will give the network clustering coefficient, which captures the characteristics
of a small-world network. The degree of a node [ represents the number of its neighbors
(connections). P (1) is the degree distribution of all nodes in the network, and it has a
big importance in characterizing the scale-free property of natural networks [143][200].

In a mesh topology, network’s performance decreases with its size, due to the signif-
icant increase in the average path length. Of course, there is a plethora of other regular
topologies (e.g. torus, butterfly, quadtree) that are considered for NoC architectures,
but they normally share the same properties. Generally, regular topologies will have
bigger L and smaller C' in comparison with natural, self-organized networks [200].

A regular topology where the path length grows only logarithmically with the net-
work size is the fat-tree structure (equivalent to the multi-level star topology) [97][119].
However, this type of network has a clustering coefficient of 0, thus generating a high de-
mand for communication resources (bandwidth, virtual channels, buffers) at the higher
structure levels, therefore seriously affecting the scalability.
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4.2.2 Perspectives

In the context presented in Section [1.2.1] we present a topological framework that tries
to satisfy most of the thousand-core NoC systems demands:

e scalability;
e case in VLSI implementation;
e performance;

e power consumption and heat dissipation support.

In order to make such an assessment, we will use the complex network parameters such
as the average path length, clustering coefficient and degree distribution [86]. These
parameters will help in identifying the network topological patterns that characterize
most of the real-world, natural and artificial networks: small world (SW) and scale free
(SF) [143][200].

The topologies used for the regular Networks on Chip (NoC) systems [118][127][82]
have several disadvantages. The mesh structure can accommodate a limitless number
of cores, but the average path length has to suffer very much when the number of
cores is increasing; also for any type of unmodified mesh the Clustering Coefficient is
zero. On the other hand, the fat-tree/star structure provides a low average path length,
but cannot accommodate many cores without overly complicating the communication
structure at the top levels [97].

4.3 On-Chip Fractal Architectures

In order to overcome the disadvantages entailed by using conventional topologies, we
propose a solution called fractal architecture, that can accommodate a limitless number
of cores. Also, such a solution will have a Clustering Coefficient of around 0.5-0.6,
depending on the structural version (this will be further discussed in this section), and
it provides a very short average path length, i.e. proportional with log N, where N is
the total number of cores in the network. The shapes of the proposed topologies are
fractal [126] because:

e exhibit self-similarity;
e have a fractal dimension that is bigger than the topological dimension;

e can be generated by using simple recursive rules;

Parallel computers exhibit self-similarity [149], but this is not sufficient to support the
high communication complexity. The approach presented herein is further motivated by
the evidence that fractal topology model captures the functionality of brain communi-
cation patterns ([I37] Appendix 4: Brain Connections), which represent Nature’s design
to support communication complexity.

A noteworthy observation is that in all the fractal graph topologies presented herein,
a node consists of a router with a connected processing element or core (see Figurdd.T]).
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o — ~== RoUter
~g= COre

Figure 4.1: Basic notation: a node in the fractal topology.

4.3.1 Topology Generation
2D Topology

The first step in creating the 2D fractal architecture is to decide the number ¢ of cores of
the basic level. For the first level, denoted as level 1, we connect the ¢y > 3 (with ¢g € IN)
cores in a ring structure (which is a genuine 2D shape). Besides these ¢q cores, we will
need an extra core with a special-purpose router that concentrates communication with
the upper levels, which is distinctively represented in Figure as a dot within a circle.
For the sake of simplicity, unless a special discussion is required, we will refer to this
central node as router. The router is connected to each of the ¢y nodes as presented in
the leftmost part of Figure [4.2]

In order to create fractal architecture with two levels, we proceed the same way we
did with the nodes in the first step (i.e. for level 1). Therefore, we need a number of ¢
level 1 structures (4 in the example considered in Figurd4.2)) plus another central router.
Because this new router supports communication at level 2, we represent it as a dot
within two concentric circles. We then connect the level 1 central routers in a ring and
subsequently connect each of these routers to the level 2 router, see the middle part of
Figurdd.2l As a rule, in order to create level n we will need a number of ¢y level n — 1
structures and a level n central router; we then connect the ¢y routers in the center of
level n — 1 structures in a ring, and subsequently connect each of these routers to the
newly added, level n central router. The shapes presented in Figurdd.2l meaning the
exact angles and the relative positioning of the clusters, are not necessarily identical
with those generated by the on-chip physical implementation.

The total number of nodes of the proposed fractal architecture is C°n+_11_ L where ¢
is the number of cores of the basic level (level 1) and n is the number of levels. The
maximum path length in such a fractal architecture is 2n. As the number of levels grows
logarithmically with the total number of cores n o< log N, we render that the average
path length of the presented fractal structure is logarithmic with the total number of
cores.

3D Topology

The generation of a 3D network topology follows the same principle as for the 2D
network. It starts with a basis 3D topology, consisting of ¢y nodes. In order to maintain
simplicity, we will restrict ourselves to using regular basic topologies like the regular
tetrahedron (¢y = 4), cube (¢y = 8), regular dodecahedron (¢y = 12). The common
feature of all these considered 3D topologies is that they are symmetric, i.e. any node
will have the same number of neighbor (directly linked) nodes. These basic topologies
will also have a central router that concentrates the traffic that uses the upper levels.
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i
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n=1 n=2
C1=5 C2=21
c,= 4 c,=4

Figure 4.2: Fractal architecture creation procedure when ¢y = 4, for n = 1, 2 and 3
levels.

However, the most favorable case for the local traffic, in the sense that the shortest
paths will not go through the central routers (therefore only non-local traffic will use
the central routers), is the case of the regular tetrahedron.

The next level will be built by linking the ¢y basis levels, through their central routers,
by employing the same topology as for the basis, and a central upper-level router which
will be linked to every lower central router. The next level will be generated using
the same recursive procedure, as presented in Figurdd.3| for the case of the regular
tetrahedron fractal. The number of nodes in the basis level, according to the level
number is the same as for the 2D square-based fractal topology. The only difference is
that the local connectivity is higher, meaning a shortest path of 1 between any 2 local
nodes (i.e. nodes at the same fractal level which are connected at the same central
node). In the case of a cube, the shortest path between any 2 local nodes is 3 if we
exclude the central node. If the central node is used for local traffic (a situation that
we want to avoid), then the shortest path length becomes 2.

Static Analysis

For the fractal structures presented in Sections [£.3.1] and [£.3.1] the static characteristics
are presented under the form of average path length L, clustering coefficient C' and
degree distribution P.

For the p-D fractal structures (p = 2,3) with n levels and with ¢y nodes in the basic
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Figure 4.3: 3D fractal architecture creation procedure: the regular tetrahedron topology
with 1, 2, and 3 levels.
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ring, we can express the number of nodes at distance ¢ from a given node, M }’D (1):

D,.
ME™ (i) ~

k—1 :
C fori=2k—1
{ P (4.1)

cf — Z?gl M})D(j) for i = 2k

Having this approximation formula that excludes central nodes, we can define an upper
bound for the average path length in all these fractal 2D topologies:

P ) < L im0 (4.2)

For the clustering coefficient it becomes more appropriate to express it for the 2D fractal
structure as in Equation

2P (n) = ot (4.3)

At the same time, generalizing an expression for 3D clustering coefficient would be
impracticable, because performing generalization for all considered 3D shapes would
be too difficult. Therefore, we present the clustering coefficient for the 3D regular
tetrahedron fractal structure (cy = 4, Equationd4]) and for the 3D cube fractal topology

(co = 8, Equation [A.5]).

C?_D4 (n) _ (% + 1) (CO - 1) + 2% (Con_l - 1) (44)

Con+1 —1

co" 1 n—1 6
D Slo—1 430" =D+
Ciz(n) = T 0 (4.5)

The degree distribution is given by equation

cgn(fi*ll) forl=p+1
CO —
co—1 for | = ¢
PP =1 S (4.6)
(20"(417171 for [ = co+p+ 1
0 for all other [

Equations co > 3 present the number of nodes in the basic-level ring, n € IN
is the number of levels when indexing the levels starting with 1. In equation [0l [ € N
is the degree parameter of a node.

This assessment indicates that the proposed structure is regular and clustered, while
achieving low average path length (small-world effect, SW) [143]. Also, because this
topology is self-similar it has scale-free (SF) characteristics. This aspect is further
emphasized by the fact that if we reroute a relatively small number of long-range links,
the degree distribution is brought closer to a power-law [68], as suggested in Figurdd.4l
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Figure 4.4: Degree distribution when inserting 10% long range links in fractal topologies:
a) 2D square; b) 2D hexagon; c¢) 3D regular tetrahedron; d) 3D cube.



4.4. RESOURCE MANAGEMENT IN FRACTAL NETWORKS 79

4.4 Resource Management in Fractal Networks

4.4.1 Routing

In a regular cartesian topology, like mesh or torus, the node indexing used for routing
purposes is performed according to cartesian node position. For our fractal topology we
have allocated indexes for each node by a simple breadth-first search in the graph, having
the starting point at the top of the graph, and the address sequence being assigned from
1 to @

Also, when dealing with the fractal network, the conventional routing mechanisms
such as the x-y routing cannot be used. Therefore, we have to look for a suitable routing
mechanism, inspired by the routing strategies that were used for the somehow similar
conventional structures, like quad-tree and fat-tree [187][97].

Our routing strategy first performs upward routing from the source node towards
a node that pertains to an upper cluster (i.e. ¢y nodes with a router in the middle,
as described in Section 37]), whose central node represents a common ancestor for
both source and destination nodes. Then, when the packet arrives in this cluster, it is
routed within the cluster (local routing) towards a node that represents an ancestor for
the destination. Finally, downward routing is performed from the upper cluster node
towards the destination node.

Local Routing

First, we have to determine the shortest path from the source to the destination. In
order to illustrate this, we consider the general case from Figure We first simply
check if addressgestination = 1; if this condition is true then the destination is the central
router (1) which can be reached in one hop from any other cluster node. If the condition
is not true, then we compute (addresssource — addressgestination) mod g — S which can
give one of the following outcomes:

a) 0: it means that the destination is on the opposite side, i.e. the distance from the
source to the destination is the same in both directions;

b) —z: the destination is x hops to the right, = can be any number from 1 to (%0 — );

¢) +ax: the destination is x hops to the left, = can be any number from 1 to (%0 — 1).

After determining the position of the destination relative to the source pertaining to
the same cluster (consisting of all ¢ local nodes, plus their central router), we route the
packet with the following probability:

co
b= (1 — %) . 5’;—;”, longest path (4.7)
L through the router

PRl

(1-1y). (1 — 5’"—”) , shortest path

Where §,,;,, is the minimum distance from the source to the destination (&, = T —
| (addressource — addressgestination) mod ¢ — 2|) and £ > 1 € R. The central node
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c0-1 <w== Source

Figure 4.5: Local routing within the basic cluster of the fractal topology. The cluster
consists of a ring of ¢y nodes, linked to a central node, that allows for communicating
with the upper levels.

is always used when communicating with the upper levels. Therefore, when dealing
with local traffic (i.e. within the cluster), it is desired not to use the central node, by
maximizing . Thus, we avoid congesting this central router with unnecessary local
traffic.

However, when ¢q > 4, excluding the central router for local traffic leads to perfor-
mance loss because the average path length within the cluster increases. This means
that when the NoC system runs an application with highly clustered traffic, x can be
smaller because the central routers are not solicited with intense inter-level traffic.

We have 2 special cases when ¢y = 3 or 4, i.e. the ring becomes a triangle and a
square respectively. For ¢y = 3, the minimum distance between any two local nodes is
1, without using the central node. When ¢y = 4 the minimum distance between any two
local nodes is 2, and the route can always avoid the central node. In both these cases,
p; can be computed as:

(4.8)

§ { 1—(1-4)- 5’;—;", shortest path
1) . om

br= (1 — ) - fmin longest path

Upward Routing

Given a node z, its parent is given by:
parent (z) <= L(i—f) +1]

In order to determine a route between two nodes z and y in the network, we apply
the following deterministic algorithm:
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if (r +y) # 2 then
while parent (x) # parent (y) do
if parent () < parent (y) then
y < parent (y)
add to route y
else
x <= parent (z)
add to route x
end if
end while
end if

This algorithm finds a common ancestor for the source and destination, and at the
same time determines the number of levels that need to be passed from the source to the
common ancestor; we denote this number by ;. Thus, we can describe the probabilistic
routing procedure from the source to the common ancestor, by expressing the routing
probabilities as follows in Equation

1
2.l
Dy = 2n1-ls same cluster (right) (4.9)

—1 1
e (1 — E) center router (up)

same cluster (left)

Note that [, decreases each time we go up a level, and it will be the indicator that we
have reached the cluster of the common ancestor when [, = 1. In this situation, we
perform a local routing, as described in Section 4 T|(within the cluster that contains
the common ancestor of the source and destination).

Downward Routing

After reaching the common ancestor, we compute l; (the hop distance between the
common ancestor and the destination node), and then start going down on the hierarchy
levels, following a probabilistic route that has a similar description with the upward
routing, as in Equation 410

downward to the left
downward to the right (4.10)

2n-ld
Pa = 2n-lg
n—l (1 — i) straight down

n

In contrast with the upward direction, here [; increases from 1 to the difference of
levels determined by the destination and the common ancestor. In the equation above,
downward to the left or right means routing downward to the left or right of one of the
destination’s ancestors, whereas routing straight down means route directly to one of
the destination’s ancestors.

Total Routing

If we want to perform total routing from anywhere in the graph, first we have to deter-
mine the relative position of the destination from the source, which can be: up, down,
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or in the same cluster. If it is up, then we act as described in Section [4.4.1], if it is down
then we act as described in Section 4.4l i.e. the downward routing, and last, if it is in
the same cluster we follow the procedure described in Section [£.4.T1

3D Routing

In the case of the 3D structures, the basic cluster is not organized as a ring, therefore
local routing cannot work the way it is described in Section [4£.4.9l However, taking
into consideration the discussion from Section [4.3.1] the regular tetrahedron 3D fractal
topology is favorable for shortest path routing, because local traffic can always use
the shortest paths without going through the central node. In this case, given the
fact that the upper levels of the structure are connected in the same way, the most
favorable solution for regular tetrahedron fractal topology is to use deterministic routing,
by determining the shortest path with Dijkstra’s algorithm [45] or some other similar
efficient algorithms.

4.4.2 Dimensioning of Communication Channels

In order to preserve the spatial fractality within the overall structure, the size of the
links between the nodes in the upper levels will have to be increased according to the
number of that level. This observation also helps in accommodating the heavier traffic
that exists at the higher levels. The central nodes are required by the proposed fractal
architectures, but are prone to congestion because they concentrate the traffic generated
at the lower-level nodes (and the number of lower-level nodes grows exponentially with
the number of levels).

In order to avoid these congestion situations, the natural solution is to allocate the
number of virtual channels for links at level ¢ according to the number of nodes at
level # — 1. These level ¢ — 1 nodes communicate outside their cluster through their
corresponding central nodes that pertain to level i. This number of level ¢ — 1 nodes is
equal with the number of nodes within a cluster, which is ¢y, while the total number of
lower-level nodes communicating with upper levels through one level-i central node is
N, = (Cc‘;)%ll Therefore, if any link at level ¢ — 1 has v virtual channels, then the size of
a link at level ¢ will have v - s virtual channels, where s (depending on ¢y) is the scaling
factor which assures that the number of virtual channels grows towards the top of the
proposed fractal architecture. Figurdd.6l presents the scaling of the virtual channels on

a 2-level fractal architecture example with clusters having ¢y = 4 nodes.

The problem of selecting the scaling factor can be approached in an ad-hoc manner;
if the traffic is not clustered, then the probability of packets leaving the node clusters
is low, and we can avoid allocating a large number of virtual channels. However, not
all applications entail clustered traffic, and so the topology has to offer support for
inter-level communication, by allocating a substantial number of virtual channels at the
upper levels.
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Figure 4.6: Allocation of channel width in terms of virtual channels, on a 2-level fractal
architecture for ¢y = 4. The number of virtual channels for the links on fractal level 7 is
V; .

Allocating for scaling factor of ¢,

From a fractal geometry standpoint, this scaling factor can be related to the Hausdorff-
Besicovitch (HB) fractal dimension. The HB dimension of a fractal is given by }gg’;;,
where n, is the number of self-similar copies at each level, and s; is the scaling factor
when generating the shapes at level i + 1, from level i. In the case of our fractal
topology, the number of self-similar copies is n, = ¢y. When we allocate a number of
v - ¢g virtual channels for each link at level 7, and each of the links at level : — 1 has v
virtual channels, the scaling factor will be s = sy = ¢y. Therefore, in these conditions,
the Hausdorff dimension will be ig—iﬁ = 1. It is a virtual channel scaling factor that
corresponds to a situation where there is a distinct set of virtual channels dedicated to
communicating between any two nodes from the fractal topology. This case is equivalent
to a totally connected network.

This virtual channel allocation — that corresponds to a fractal dimension of 1 — is
ideal, because it avoids packet competition for virtual channels. However it is using an
exponential number of virtual channels. If the fractal topology is built on m levels and
each link at the lowest level has just 1 virtual channel, then at the highest level each
link will have ¢y™ ! virtual channels. Nonetheless, the probability of really needing this
huge communication infrastructure is small when the number of fractal levels is small.

We call local traffic communication that occurs between nodes within the same cluster
on the same fractal level, as presented in the example form Figurd4.6] when node x
communicates with node y. As shown in Figurd4.6l when the communication nodes do
not pertain to the same cluster (e.g. node z communicates with node z), the non-local
traffic will use the upper-level links. Assuming uniform random traffic, as the probability
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of having non-local traffic (and therefore using the upper-level links) is approaching 1
when the number of levels n > 3, it is expected that most of the traffic will use the
virtual channels on the upper levels. As such, in these conditions, the scaling factor
will have to correspond to a Hausdorff dimension that is closer to 1. The probability of
non-local traffic is given in equation [L.1Tl

o) —co—1
(> s ') — 1
The probability of non-local traffic in fractal architectures with a basic level having
3, 4, 6 and 8 nodes is presented in Figurdd.7l

Pnl (n) =

1.0 T T ////'L-A———
T
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Figure 4.7: Probability of non local traffic in fractal architectures with the number of
levels n, for ¢y = 3, 4, 6, and 8 nodes: pnl3(n), pnld(n), pnl6(n), and pnl8(n) respectively.

Allocating for logarithmic scaling factor

When aiming at allocating a linear amount of virtual channels with the number of nodes,
instead of looking for highly-efficient communication infrastructure, the scaling factor
at level ¢ can be set as s = [In(V;) + 1], where |a]| denotes the largest integer that
is smaller than a. Nevertheless, this allocation procedure will use a linear number of
virtual channels with the number of fractal levels n, as N (the total number of nodes)
is exponential with n (fractal level number) and the number of virtual channels is fixed
as logarithmic with N.

Equivalent mesh allocation

However, when allocating virtual channels, another valid approach consists of using ap-
proximately the same number of virtual channels as the equivalent mesh architecture
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(i.e. the mesh that will accommodate the same number of nodes as the fractal architec-
ture). This total number of virtual channels for the mesh equivalent, V' C,,, is given in
equation [4.12 where v,, is the number of virtual channels allocated for each link in the

mesh.
Con+1 — ]_ Con+1 — ]_
Ve, (n)=2- — 1) -vm 4.12
Cn (1) \/00_1 (\/ — v (412)

In the proposed fractal architecture, the total number of allocated virtual channels
(VCy) with the number of levels n, when the scaling factor s = co, is given in equation

413l

VCr(n)=2-n-¢" (4.13)

When s # ¢, the total number of virtual channels in the fractal network, Vs,
with the number of levels n is:

)" _1q
VCfs(n):2~co-5"_1~(sc_0)7_1

s

(4.14)

At the same time, applying the virtual channel allocation according to the loga-
rithmic scaling factor, entails a total number of virtual channels as given in equation
4. 151

VCan (n) =2 ¢+
12 30 [n (25— 1) + 10|

Equations to can be used for somputing the scaling factor so that the total
number of virtual channels in the fractal network is approximatively the same as for the
equivalent mesh. Figurdd.§ presents the case of ¢y = 4, where the scaling factor s = 3
will approximate the number of virtual channels from the equivalent mesh network with
U, = 2.

Therefore, the virtual channel allocation for the fractal architecture (when ¢y =
4), so that the total number of virtual channels is approximately the same as for the
equivalent mesh topology, is obtained for a scaling factor s = 3. This means that the
corresponding Hausdorff fractal dimension becomes }gig. Because the fractal dimension
> 1, it means that the network is no longer fully connected (i.e. there are no dedicated
sets of virtual channels for connecting any two nodes), and competition for virtual
channels is possible. In fact, as the fractal dimension grows, virtual channel contention
also grows, thus affecting the communication efficiency that can be achieved when the
Hausdorff dimension is 1.

(4.15)

4.4.3 Surface Allocation

It is expected that the clustered nature of fractal topology shapes entails sparse utiliza-
tion of silicon die. As such, in order to be able to assess the heat dissipation capabilities
of such a fractal architecture, knowing how it is occupying the silicon die is of paramount
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Figure 4.8: Network comparison in terms of total virtual channel number: V Cjyy virtual
channels for the fractal architecture where ¢y = s = 4, VCyy3 for ¢y = 4 and s = 3,
VCypa for the logarithmic scaling factor allocation procedure when ¢y = 4, and V4
for the mesh equivalent of a fractal network where ¢y = 4 and v,, = 2.

importance. To this end, we will use four parameters for the n-level fractal architecture:
one that indicates the area required by the nodes or vertices (router+core) (V,,), another
that indicates the area of the links (K,), one that indicates the area used for both node
logic and links (A,,), and the last one expressing the total silicon area (.S,). An obvious
observation is that A, <V, + K,,, as some of the node and link surfaces are overlapping
from a geometric point of view.

This analysis starts from the base level 1 of a 2D fractal topology with ¢y = 4 from
FigurdL.2], as presented in Figurdd.9l where the square allocated for the node has a %
edge, the thickness of the link is v and the entire block is included within a A x A square.

The values for the 4 parameters in our analysis are given, for the first level, in Equation

Level 1
M3 A3 A3

Figure 4.9: Level 1 fractal square architecture: the black squares represent the surface
allocated to the nodes, whereas the colored lines represent the links.
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4. 10
Vi=5(3)’
Ki=1%(24v2)7A (4.16)
A =5(2)" 4 49x '
S =\

For the second level, see Figurdd.10, we considered that the thickness of links con-
necting the nodes from the upper level will grow with a factor a. Also, the center nodes
pertaining to the upper levels will occupy half of the center square surface (the black
% X % in the middle of FigurdfI0. The values of the 4 parameters, in a 2-level fractal

Level 2

Figure 4.10: Surface allocation for level 2 fractal square architecture.

structure corresponding to Figurd4.I( are given in Equation 417l

Vo =4Vi + (3)°
Ky = 4K, + 89\ + 4209\
Ay = 441 + 429X +v2aA + (3)
Sy = (3)1)?
It can be proven that for any ¢ > 1 we have:
Vin = 4Vi+ (313)°
Ky = 4K, +4- 3i\/§ai+17)\ + 8- 3ty
A = 44+ V23N + 4 - 3laiy (4.18)
+8- 3t IyA + (31)°
Sip1 = (31’—1—1)\)2

(4.17)
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Having first level parameters V7, K, A; and S; from Equation [£.16] and the recursive
relations from Equation 418, we obtain that at level n we have:

v, = o (e E[e"-1)

3,)"—
K, = 4" |K, + (2+ \/504) (4504)—1 1"7>‘
3,)"—
A, = 4"A + 477 (44 avV2) %VH (4.19)

3,)"
bo. g0 Sy

a—1

00|

9\" _
_'_% ,4n71,y)\_'_ 4)5 1 ,41171)\2
S, = (3"\)?

The parameters from equations [£.19 can be used to compute the ratios given by
the surface required by the nodes (core+router), the links and nodes+links, versus the
total surface: V,,/S,, K,/Sn,, and A, /S, respectively. These ratios are represented in

Figurd4.I1l for the example case of A = 3, v = 2%, and a = 2.

0.4

0.35

= \//S (cores)
= K/S (links)
= A/S (total area)

1 2 3 4 5 6 7
n (number of levels)

Figure 4.11: Ratio of surface occupancy for nodes V/S, links K /S, and nodes+links
A/S versus the number of levels n.

The plot in Figurdd 11l shows that the area utilization decreases exponentially with
the number of fractal levels, as the fractal structure becomes more sparse, thus facili-
tating heat dissipation.

4.5 Conclusion

Using complex network science in order to optimize on-chip multiprocessor communica-
tion networks is indeed a very promising research topic. As NoC communication entails



4.5. CONCLUSION 89

dealing with complex emerging phenomena, the solutions for optimizing NoC architec-
tures will have to find inspiration in the new science of complexity, including statistical
physics and complex networks.

We note that there are still many difficulties ahead, as current fabrication technol-
ogy is fundamentally limiting what can actually be implemented in Silicon (including
fractal or complex network topologies). Indeed, from a technological standpoint, only
regular structures are supported, while long-range interconnections are hard to build.
However, new on-chip communication technologies such as optical [201][202] or wireless
communication [89][115] offer new hope for overcoming the above-mentioned difficulties.
As such, we intend to further pursue research on this topic, by adapting the complex
network tools to the new NoC communication technologies.
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Chapter 5

Conclusions

The present thesis argues that there is fertile ground for research at the frontiers between
computer engineering, information technology, physics, medical and social sciences. In-
deed, the advent of big data techniques such as machine and deep learning or complex
networks have spurred significant advances in scientific fields like physics, biology, preci-
sion medicine, genomics, social networks and social physics, emergent human behavior
modeling, etc. Moreover, there are strong reasons which indicate the new network sci-
ence as a reliable source of solutions for engineering problems, ranging from managing
complexity in NoC communication to designing power grids or controlling road traffic.
Our thesis shows how the new science of complex networks can be used for optimiz-
ing NoC communication, modeling opinion dynamics in social networks, and precision
medicine (drug repositioning and uncovering disease phenotypes).

However, in order to perform big data approaches, we need lots of relevant data
on physical processes, human activity, or human physiological signals. To this end,
computer engineering can provide solutions and tools such as Internet of Things (IoT)
or Cyber Physical Systems (CPS): a lot of sensors gather big amounts of data to be
analyzed and then used for computation, communication and control. Following this
trend, it can be said that we entered the new era of inexact computation [128], which
is characterized by integrating the computer in complex physical, biological, social and
processes.

To this end, within UEFISCDI’s PN-III-CERC-CO-PED-2016 framework, we pro-
posed as coordinator the research project entitled ”Internet of Things Meets Complex
Networks for Early Prediction and Management of Chronic Obstructive Pulmonary
Disease”, or Internet of thiNgs Complex nEtworks PredicTION (INCEPTION). The
motivation for our proposal is that recent research indicates Chronic Obstructive Pul-
monary Disease (COPD) as the third cause of death and one of the main impediments
for the quality of living in todays society. COPD is defined as the clinical condition
which reduces pulmonary capacity; it is not reversible, however if diagnosed at an early
phase, its evolution can be controlled. Unfortunately, early detection of COPD is a dif-
ficult task, and often time people are diagnosed when they are already in an advanced
stage. Capitalizing on recent research results which indicate sensor systems, mobile,
and Internet of Things solutions as very useful for monitoring and managing COPD,
we propose a personal, integrated prototype system for early detection and evolution
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prediction of COPD. As such, we intend to build a sensor network that gathers multiple
physiological signals, and a mobile application that extracts the multi-fractal spectra
as mere signatures of these signals. Then, the mobile system will integrate the physio-
logic signatures with anthropometric and other individual clinical data. The overview
of INCEPTION at individual level is presented in Figure (5.1l
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Figure 5.1: Overview of INCEPTION at individual-level. Physiological signals are gath-
ered with a sensor network and transmitted via Bluetooth. Anthropometric and clinical
parameters are recorded and integrated at smartphone-level and then sent over the cloud
in a centralized database.

On the server side, we will collect the integrated data from a population of individ-
uals, to build a complex network model of patients. Indeed, recent papers indicate the
complex network model as very useful for generating COPD predictions. To this end, we
will employ modularity clustering and network layout tools to build prediction models
for both early detection and evolution prediction of COPD. he overview of INCEPTION
at individual level is presented in Figure

The prediction model will be instantiated as a smartphone application and tested
in order to assess its predictive capacity. In order to undertake the objectives of our
proposal, we assemble a multidisciplinary team, consisting of computer engineers (hard-
ware and software) and specialized medical doctors from University of Medicine and
Pharmacy ”Victor Babeg” Timigoara. Our computer engineering teams will build the
hardware and software parts of our demonstration model, whereas the medical team
will provide the necessary medical expertise, in order to test and validate the model
proposed by the computer engineers.
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Figure 5.2: Overview of INCEPTION at server-level. Integrated individual data are
collected from many individuals and stored in a centralized database. The gathered
dataset is then processed according to the complex network paradigm, in order to find
new pathophysiological correlations.
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