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1 Motivation

Landmarks are typically defined from two perspectives: one as an object or structure
that is easy visible and tecognize, and the second as a building or place that has an
important historical importance.and mar ks i n an urban area seryv
which cultural, civic, or economical activities take place. In this sense they have become an
important aspect in multiple domains related to tourism and cuyiltj{|&g.
Identifying and locating of an urban landmark is an activity that naturally blends
several research domains like image signal processing (ISP), computer vision (CV),
augmented reay (AR). This blending of multiple domains was the first trigger that caused
me to choose this research topic for the thesis.
The human interaction between landmarks and the ecosystem of the cities has become
an interesting topic for me because of tworgseone is the award of my hometown of
Ti mikoara the title European Capital of Cul't
project Spotlight Heritage Timikoar a.
As a result of this thesis, | wish to offer an urban landmark detection solution, from
street view perspective, that can be utilized in a mobile solution for an AR tourism
application. This direction desires to exploit the continuous development of pieaapns
aimed for Timikoar a EurRequlesafthe @@psedtlaadmark f Cul t
detection systerare presented in Figure 1.1.
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Figurel.1 Example of'poposed ban landmark detection

In this thesis | will attempt to answer the following research questions:

1. What is the state of the art inban landmark detection using mobile cameras
imaging?

2. What should a simulation framework offer to be considered as a suitable solution
for processing systems of this nature?



3. WhatISP algorithms enhance the image to obtain a better detection in $&2 ca

4. What are the challenges in creating an urban landmark detection solution tailored
for the TcasePkoara use

The thesis is structured in several chapters that are described below.

Chapter 1 is an exposition of my motivation towards choosing theciuds this
thesis. With the brief exposure | wish to explain the interconnections of multiple domains that
founded the decision of choosing this research topic.

Chapter 2 offers an overview of the urban landmark detection domain, from general
aspects fagsingon the endo a specific siillomain of contenbased image retrieval system.

The chapter focuses on presenting the domain ecosystem with all the challenges and solutions
that literature has to offer.

Chapter 3 aims to present my chosen simulatiotesysThe capability of offline
simulating a system is an important one with considerable benefits in the development
direction.Endto-End Computer Vision Framework (EECVE][4] is an open source,
pythonbased framework with the goal to offer a flexialed dynamic tool for researching.

Chapter 4 presents a proposed image sharpening algorithm that is low computational
and based on dilated filtefS][6]. The proposed algorithm is evaluated on severatases
that can appear in landmadlktection system to better understand the benefits.

Chapter 5 presents the proposed landmark detection algorithm with a deep dive in
each constructing block of it. | tried for each architectural decision inside the algorithm to
explain and justify it in ougiven usecase context. The evaluation of the proposed landmark
detection algorithm using popul ar dataset
dataset that was created for this scope.

Chapter 6 is the concluding part of the thesis. I stdh some general conclusions
regarding the research that | have done. Afterwards, | continue with enumerating theoretical
and practical contributions that this thesis brings in the scientific fields.

2 Urban Landmark detection

Building orlandmark recognition in urban environments aims to distinguish between
different unique classes in a largeale image dataset. This blend of technologies with the
scope of landmark recognition is used in other several domains nowadays like computer
gaming urban planning, entertainment industry, movie making or digital mapping for
orientation[7].

In general landmark recognition is a challenging task in the CV domain. Several
challenges can occur when trying to fit several images from same place as changes in
illumination conditions and viewpoint, or the presence of distractors such as trees, people, o
signs. In order to mitigate these challenges, the existing approaches rely on feature description
with a certain degree of invariance to scale, orientation and illumin&jon

Figure2.1(a) Example of images from tHauilding recognitiordatasets(b) Example of images from the urb
environment understanding dataset

To better understand the challenges at hand | divided them in smallempatibse



that | treated separately: datasets for landmark recognition, datasets for understanding the
environment, detection solutions and specific challenges, benchmarking the detection.

Benchmarkinga building detection system is not a trivial thing to Tois is a
complex task due to differences and variety in both side, detection algorithm and benchmark
scheme. Constructing an overall fitting benchmark is close to impossible due to different cues
used in the detection pipeline or unicity of the landmasded] in the scop&xamples are
presented in Figure 2 4)(

The perspective of the images that create the dataset is important for many detection
systems. Some detections schemes rely on the fact that the input images are from a street
view perspective. This assumption permits the designers of the system to employ specific
calculations or pipeline decisions.

Automatic urban scene object recognition aims to classify and segment the image of
an urban environment into categories like buildirngs, people, vegetation, and so on.

Example of images from urban environment understanding datasets are presented in Figure
2.1(). Nowadays, due to evolution of CV algorithm, typically scene understanding is done
via semantic segmentation.

Ranking based etrics are present in literature and are growing more popular. In a
sense, if we consider that the detection of classes (landmarks in our case) is not pure image
based problems the ranking metric is more appropwateetric that concerns highlighting
thepositive success of detection is th& ), presented in Equatiog.() [9].
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In Figure 22 | present the generic scheme for a landmark detection. As we can
observe, the system will always include two phases: the offline phase, where we prepare the
features vectors for training the classifier or classification model in case of convolutional
neurl networks (CNN) based solutions, and the online phase where we use one image to
inquiry the classifier to obtain a detection. Some of the blocks detailed in Figue2.
optional (marked with dashed lines) and they are decision that are made bygheftldse
system.
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Figure2.2 Generic scheme for landmark detection using mobile devices

In generalwe see that solution proposiediteratureare diverse from the feature point
of view to the clustering and matching solutions. In the last years we can observe a clear CNN
based trend in the solutions proposed. From the feature used point of view the range of
solution proposed in literature vampi classical, scalled lowlevel features, as edge,
junctions to global features, local features and CNN based solutions.



First real difficulty is the GPS location accuracy of the data that can drift in densely
areas. The design of retrieval systemausthbandle and compensate for the error prone GPS
tag system, even if gdagging has advance considerable in the last years

Second challenge is the information that is captured by the images. In urban scenarios
the quantity of distractors is considergldad in this scope multiple solutions are already
proposed for mobile landmark recognition systems.

The third problem systems must tackle is the t@ifi®etween recognition accuracy
and reaitime requirements constrains. Adding to the-tiame and resawe challenge is the
bandwidth limitation of current mobile devices in telecommunication networks

3 End-To-End Computer Vision Framework

CV pipelines include multiple steps starting from image acquisition from sensors,
processing steps to enhance the imé@@sformation in order to reduce noise, selection of
region of interest, segmentation of the image; different levels of feature extractiotevagh
processing relevant to the application, and decisiaking such as classifying an objgtf)].

To be able to simulate the proposed system | used the pptsed CV framework
EECVF H]. The motivation of using this framework was based on several elements: the
versatility of the programming language used, the capability of extending existing CV
algorithms, the capability of debug information outputtihgturally the familiarity of
EECVF framework was an important factor but not singular.

Another interesting aspect | can point out is the main programming language used in
the development of the frameworks. We can clearly see a corelation between the maturity
level of Python language and the usage of it in constructing frameworks. Thisiaspect
natural, from my opinion, as python offers build in functiointerconnect several services
provided by operating systems or HW accelerators.
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Figure3.1 (a)EECVF construction blocks ; (b) Job structure overview
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The framework can handle the cycle of creatitrgining- evaluating an Al model,
executing a CV applation using the model and finally evaluating the results and displaying
them without user intervention. From t+he cap
toEnd o .

EECVF is an easy to use, modular, and flexible framework designed for researching
and testing CV concept3he block overview is presented in Figure 3.1 Tae framework
does not require the user to handle the interconnections throughout the §}stdns [of
course is not particular to this framework, but the trivial way in whieh @¥ algorithms can
be plugged in the EECVF is an important aspect in the decision.

Every job has a public interface, present in the User Interface block, from which it can
be configured via parameters. This public method should handle all the neceasagsch
inside the blocks and even trigger other jobs, from same or different block, if necessary. In
Figure3.1(b) the internal structure of a job is presented.



One disadvantage of the EECVF is the lack of an GUI for basic users but in our use
case this isiot the case. Furthermore, my interest was more in developing and expanding new
CV algorithms into the framework than just using existing ones.

4 Dilated filters

The first mention of dilation in image processing domain appears in the mathematical
morphology field. The dilation operation usefiter element to probe and expand the shapes
contained in a imagéd.1].

The second mention of the idea of dilated kerap|seared in the ML domain in
recent years. It is a technique in which one expands the kernels by inserting holes between the
consecutive elemenf$2].

The third mention of dilated filters in literature is the similar idea from ML but applied
to classicafilter-based convolutions outside of any Al model. The experiments were
conducted on the edge detection kernels with good r¢4ul{§], [13].

To benefit from a higher neighbourhood of a pixels to obtain a pixel edge we define
dilated filter asexpandig the original filter by a dilation factowWhen the kernels are dilated,
the newly added positions are considered as gaps, and we ignore them by settiig. zeros
The main objective of dilating is to cover more information from the input in the output
obtained with every convolution operation. By applying this operation, it results in a wider
field of view at the same computational cost.

Positive results were obtained by using dilated filters iress edge detection
algorithms, work that was done in the pastdn[p]. In Figure 4.4 visual results are presented
when using one of the most popular classical edge detedtjorithms Canny [L4]. As we
can observe in the images, each level of ditatian bring with it extra edge points.

Figure4.1 Edge map resulted using Canny algorithm with same parénm@tdmmns are original image, edc
map using 3x3 kernel, using 5x5 dilated kernel, using 7x7 dilated kernel. Source of image is [9].

Encouraged by the positive resuditated filters bring to the edge detection process
now | would like to investigate how this affects the sharpening process

Image enhancement of contrast is a concern relatise tsharpening of certain
features like edges, object boundaries or textures. The main scope of this activity is to
improve the visual appearance of the image.

Various approaches have been advanced for contrast enhancement. One of the most
common methodssed is the histogram equalizatidxnother popular solution for sharpening
is the highpass filter (HP). Filters like the low pass, band reject or HP are identified as ideal
filters. An ideal filter has the property that it cuts all frequencies abovesl@wpa certain
threshold frequencjd5].

Another popular solution for image enhancement is the unsharp masking (UM)
technique, this technique appeared in photography with the aim to improve the quality of
pictures by masking their details. In this variant we would consider subtracting a biywged ¢



of the image from the original image itself. Even if the solution is a simple one it comes with
several downside likkighly sensitive to noise and possible enhancements tedoigtnast
areaq16].

In this scope we would dilate the following Laplace kernels found in literfitGie
By doing this we would like to take in consideration when apply the sharpening of a wider
neighbourhood. To correct assess if this is a benefit, we need to take in consideration the 5x5
extended kernels.
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Figure4.2 Laplace kernels: e, e and e dilated

The evaluation of aanhanced image is a difficult task for two reasons: there is no
specific index that determines the optimal level of sharpness and the fact that any sharpening
algorithm we would use has a several parameters that can change theFoaipuiterature
we cacluded that the following metrics are used to evaluate and judging the effect of
sharpening: entropy of an image, the spatial factor and mean cobfid4id].

Original V13x3 V1 5x5 V1 5x5(d) V2 3x3 V2 5x5 V2 5x5(d)

Figure4.3 Visual results of HP usingaplaceV1 and V2

In Figure 43 we are presented with a visual example of the results we obtained on
i mage @016 UMBaD datasetrfl9]Ashwe can observe when using the dilated
filters, the images are enhanced bettanttith the classical 3x3 but lower than when using
5x5. From the histograms we can conclude that using V1 kernels does not flatten that much
the histogram as in case of the V2 kernels.

Origina V1 3x3 V1 5x5 V1 5x5(d

Figure4.4 Visual results of UM usingiaplaceVl and V2

V2 3x3 V2 5x5 V2 5x5(d)



In Figure 44 visual results are presented foma @010951 f r orMBuD Hagaset
[19]. As before we can observe that using 5x5 dilate kernels bring forward better results than
the classical 3x3. Another aspect worth mentioning is that using 5x5 extended filtaotloes
seem to be a good solution for this activity.

Tabled4.1 Average results per entire dataset for HP and UM

HP UM
Entropy SF Entropy SF
Original image 7.105 14.881 7.105 14.881
HP V1ouo 7.234 31.383 7.234 31.383
HP V1uow 5.143 69.286 5.143 69.286
HP V1uow dilated 7.236 43.032 7.236 43.032
HP V2 coo 7.226 49.896 7.226 49.896
HP V2 uow 6.396 92.332 6.396 92.332
HP V2 uow dilated 6.966 62.801 6.966 62.801

From Table 41 | concluded that using dilated filters for image sharpening is a path
worth pursuing. In our scope we only analysed the feasibility of the concept using standard
basic classical sharpening solutions in order to prove this. This scope limitation ishgrizen
practical factor too, factor being that in the proposed landmark detection algorithm a fast
computational solution is needed.

5 Proposed landmark detection systems

Landmark (building) recognition is deemed to be an object detectimontentbased
image retrieval problem for a specific scope. Compared to general object recognition task, this
specific one brings more challenges because most urban image contain botinfadean
objects and natural ones.

Images taken of the same buildingutd demonstrate a wide range of variability
they may be taken from different viewpoints, under different lighting conditions, or suffer
from partial occlusions from trees, moving vehicles, other buildings, or themselves.
Therefore, an ideal building regnition technique should be sensitive enough to identify an
individual building while robust to different geometric and photometric image
transformation$7].

The proposed algorithm is capable of handling difficult situations or scenarios when
multiple landmarks of interest are clustered into a small arial like city squares or tourist
neighbourhoods. These situations are the most interesting ones from the applications
perspective as tourism application usually have difficulties in this kind of situations.

5.1 TMBuUD T detection dataset

TMBuUD building detection dataset is an extension of the TMBuUD dat&8efThis
dataset aims to support a quantitative evaluation of mobile visual search supported by GPS
context, of a subset of landmarkslin mi ka@aTheamain novelty of this dataset is the
clear targeted scope of containing landmarks only ffomm i acity,avhich is the main arial
targeted by our landmark detection system.



The TMBuD building dataset contains 1097 images with the resolution of 768x1024
pixels taken using a mobile phone from a street view perspective. The images are organized
into 125 district landmarks located in several tourist parfSiofmi K o ar a

Figure5.1 Example of one unique landmark inside TMBuD dataset

An imporiant aspect to specify is that the benchmark comprises mobile photos of
urban landmarks that aim to include variable quality, blurring, lighting changes, occlusions,
and various viewing angles. This aspect is presented in Figure 5.1 where several images wer
selected from one landmark. The intention was to capture photos of different shot size (close,
medium, long) and different angles of direction to be able to mimic real life scenarios.

The proposed benchmark dataset has different perspectives andoosndisi stated
before, but it offers the possibility to evaluate a system in two unique conditions: low
resolution images captured and nigjhte conditions. As presented in Figure 5.2 the dataset
offers a limited number of images from landmarks in a lesolution, 7.66% of them, and
images taken in the night, 14.9% of them.

To measure thphotography diversity for each landmark we use the (lossless) JPEG
compression size of the average imadéss measure is done by computing the average
image of each landmark and creating the lossless JPG file. The size of the file reveals the
amount of nformation available. The theory behind this is that a diverse image will result in a
blurrier average, compared with one that has a little diversity will result in a more structured,
sharper one. Therefore, we can expect to see a smaller JPG filethieeeérage image for a

landmark that offers more diverse imagBse distribution across the dataset can be observed
in Figure 5.2.

Distribution of images per object Distribution of JPG size per object

Number of imag
=
lossless JPG size [MB]

Landmark

Figure5.2 Number of images (left) and lossless JPG size (righttach landmark from the dataset

Landmark

5.2 Proposed detection system

In Figure 53 | present the overall processing pipeline proposed for my use case. The
proposed flow is presented in detail in the future subchapter and evaluated afterwards.
If we want to summarize all the steps needed for this action, we can enumerate the



following: (i) image and metadata gathering; (ii) image precessing (task needed to
enhance the final classification); (iii) feature extractor; (iv) code book generation; (v)
classifier.
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Figure5.3 Proposed pipeline for landmark detection

The proposed system in the offline path takes the dataset images and generates a
vector of AKAZE featureq20] that is filtered using a region of interest. This action
compared to other solutions does not add a smaller weight to the features outside the region
but ignores them all together. The assumption is that they are generated from distractors in the
image. Aterwards, the features vectors are grouped together in a vector for each landmark
which are clustered into BOF structiigd ] using the KNN clustering algorithf22].

In the online phase we mirror the pprocessing part in order to filter out the featur
that are generated from distractors and using ANN clasgif$¢mwe find the closest similar
landmark vector to the inquiry image.

To enhance the detection, we use GPS tags to limit our search range within the
clusters. By doing so we gain benefitshe direction of detection accuracy and-time.

In order to generate better feature, in term of localization and quantignhesce the
images using dilated sharpening UM algorithm. The configuration of the UM is carefully
chosen so the lowguality images get enhance but the good quality images do not get over
sharpen.
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Figure5.4 Number of features and image proprieties for pyramid level 2

In Figure 54 we are presented with the results for theremataset used. We can
observe that in every case sharpening the image resulted in bigger number of features
detected. More, when using dilated filters, the number increased everFnoonethe statical
data presented, | can conclude that the bendfgharpening the image using dilated filter
before feature extractions step brings further benefits regardless the pyramid level that is
processed.



For our system | investigated an based method for choosing our region of interest,
so we will aim to achieve a classical semantic segmentation. For our sydteseiResidual
Networks with 50 layers (ResNBO) as base mode24] of our network with SegNe®Rp] as
ansegmentation model

Figure5.5 ResNet56SegNet training model metrics

In Figure 55 | present the plotted values for Accuracy and Loss for the training
process. The two graphs show the sanity and correctness of the training process. The first
graph tracks the accuracy, and it offers a valuable insigtiteoamount of overfitting that is
happening in the model. If the gap between the training and validation graph is high than the
model is strongly overfitted. The second graph tracks the training loss, as evaluation on the
individual batches is done duritige forward pass. The loss can become more linear with a
low learning rate. With high learning rates they will start to look more exponential.

5.3 Benchmark the proposed detection system

For this chapter, | will use the following notationsKAZE descriptorsize (D_S), A
KAZE number of octaves (D_NO),-KAZE number of layers (D_NL), AKAZE threshold
(D_THR), smoothing dilated filter size (UM_D), UM strength of smoothing (UM_S), BOF
cluster size (B_S), threshold for distance for feature matching (THR), cksiam between
GPS tags (D_GPS).

As metric for our evaluation, | have chosen to use the Topl metric, presented in
Equation ). If we consider the landmark detection system, more than CBIR this metric
makes more sense than mAP.

5.3.1 Benchmark on public dataset

First, | would like to evaluate the performances of the proposed algorithm on public
datasets to have a comparison vatiotherexisting algorithm. From the analysis done in
chapter 2.2, on datasets, and the summary done in Tablerhddeo evaluate our proposed
system on two populatatasetsZuBuD [26] and ZuBuDH8].

For this experiment | scaled all the ZuBuD images ta«320 size. This
transformation of the input images was done by other solutions found in literature. The scope
of this scaling is to ease the processing.

As we observe in Table Bwe obtain good results on BuD and ZuBuD+ datasets
with our proposed algahm. For this evaluation of the proposed system the GPS tag
processing is disabled because the dataset used do not have that information. But we
experimented with different configuration of pyramid level and ROI selection.



